K-Ants Clustering - A New Strategy Based on Ant Clustering
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Abstract. In this article a new method of clustering with artificial ants is proposed. Unlike conventional ant clustering algorithms the true number of clusters must be provided for this algorithm in advance. Clustering is done using groups of ants which are as many as the number of clusters. The goal of each group is to collect members of one cluster. Two new functions are defined inspired from existing pick up and drop down probability functions which are used for inserting and removing loads of ants. Experimental results of the method demonstrated better accuracy in comparison to k-means and ant based clustering algorithm.
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1 Introduction

Clustering is an important technique that has been studied in various fields with many applications such as image processing, marketing, data mining and information retrieval. The goal of clustering is partitioning data into some groups so as all the members of one group have a close relationship to each other. This relationship is often expressed as similarity/dissimilarity measurement and is calculated through distance function. Recently, algorithms inspired by nature are used for clustering. The swarm intelligence clustering models and algorithms have advantages in many aspects, such as self-organization, flexibility, robustness, no need of priori information, and decentralization [1]. Ant colony optimization (ACO) is a relatively new and expanding branch of intelligent systems. A feature of these algorithms is that the clustering objective is implicitly defined. Implicit here means that neither the overall objective of the process (i.e., clustering) nor the types of clusters sought are defined explicitly at any point during the clustering process [2]. Some previous works done on ant based clustering include adaptive setting of some parameters [3-6], use of pheromone traces for directing ants to direct ant movement towards promising grid positions[6-7] and the replacement of picking and dropping probabilities by fuzzy rules[8-9],[2].
In this paper, we introduce a new approach for clustering with ants in which the number of clusters must be provided for it in advance. The clustering is done using a square grid. Each ant has a load list that must be filled with the members of one cluster. So every ant is supposed to search for one distinct cluster. Ants use inserting and removing functions for adding a new member to their load list and to remove the wrong members from it. These functions are the modified form of the popular picking up and dropping down functions and we will introduce them in section 3.

2 The General Principle of Ant Clustering

Ant based clustering is a distributed process. The pioneers of this work are Deneubourg et al. [10]. Their model is known as basic model (BM) in which ants are simulated by simple agents that randomly move in an environment which is a square grid. Initially, each data object that represents a multi-dimensional pattern is randomly distributed over the 2-D space. Data items that are scattered within this environment can be picked up, transported and dropped by the agents in a probabilistic way. The picking and dropping operations are influenced by the similarity and density of the data items within the ant's local neighborhood. Deneubourg et al. proposed a computational model for spatial sorting. Their model is based on the following probability of picking and dropping functions:

\[ Pp = \left( \frac{Kp}{Kp + f} \right)^2 \] \hspace{1cm} (1)

\[ Pd = \left( \frac{f}{Kd + f} \right)^2 \] \hspace{1cm} (2)

Where \( Pp \) is the probability of picking, \( Pd \) is the probability of dropping, and \( Kp \) and \( Kd \) are constants. \( f \) is the perceived fraction of items in the neighborhood of the ant. The probability of picking \( (Pp) \) is increased if a data object is surrounded by dissimilar data, or when there’s no data in its neighborhood. Also, ants trend to drop data in the vicinity of similar ones, so the probability of dropping \( (Pd) \) is increased if ants are surrounded with similar data.

Deneubourg et al.’s model was later extended by Lumer et al. [11] to allow its application to exploratory data analysis. They modified the probability functions as the followings:

\[ Pp(i) = \left( \frac{Kp}{Kp + f(i)} \right)^2 \] \hspace{1cm} (3)

\[ Pd(i) = \begin{cases} 2f(i) & \text{if } f(i) < Kd \\ 1 & \text{if } f(i) \geq Kd \end{cases} \] \hspace{1cm} (4)

Where \( Pp \) and \( Pd \) are as before, i.e., the probability of dropping and picking. In addition, they introduced the density function as the following:


\[ f(i) = \max \left( 0.0, \frac{1}{\sigma^2} \sum_{j \in L} \left( 1 - \frac{\delta(i,j)}{\alpha} \right) \right) \]  

(5)

Where \( \delta(i,j) \in [0,1] \) is the dissimilarity function between two data object \( i \) and \( j \). \( \alpha \in [0,1] \) is the scaling parameter that permits further adjustments of resulting values. \( \sigma^2 \) is the size of local neighbourhood \( L \) around the ant’s current position. The basic ant clustering algorithm is like the one summarized as bellow [2], [12]:

Let \( R \in [0,1] \) be a random number drawn for each use, the basic algorithm is then given by:

- Randomly scatter data items on a square grid.
- For a number of steps or until a criterion is met, repeat for each ant:
  - If the ant is unladen and placed on location \( l \) occupied by object \( o \), the object is picked up if \( R \leq P_{\text{pick}\_\text{up}}(o) \).
  - If the ant is carrying object \( o \) and placed on an empty location \( l \), the object is dropped if \( R \leq P_{\text{drop}\_\text{down}}(o) \).
  - Move the ant to a new randomly selected (neighbouring) location.

3 The General Idea of K-ants Clustering

Like the basic model our method uses grid for clustering but in contrast to that it doesn’t make clusters on the grid. One major problem with the basic model of ant based clustering is that if there were no clear boundary between data objects on the grid then retrieving clusters can be done with ambiguity. Our proposed method uses k ants for finding k clusters and they collect data objects in their load list, so there is no need to the retrieving process. We have considered a grid with \( s \times s \) cells. The number of cells must be greater than the number of all objects. In the beginning of clustering, we generate ants as many as the number of the clusters. Each ant must find the members of one cluster. All ants move with different speeds on the grid. We have considered a maximum speed for all ants which is set as \( \text{max\_speed} = \frac{s}{7} \). The step of movement of each ant is generated randomly between 1 and \( \text{max\_speed} \) before each movement. We decrease the \( \text{max\_speed} \) by one every 200 iterations. The density function (6) which was proposed by Handle et al. [13], has been used in this study.

\[ f(i) = \begin{cases} \max \left( 0.0, \frac{1}{\sigma^2} \sum_{j \in L} \left( 1 - \frac{\delta(i,j)}{\alpha} \right) \right) & \text{if } \left( 1 - \frac{\delta(i,j)}{\alpha} \right) > 0 \\ 0 & \text{otherwise} \end{cases} \]  

(6)

Where \( \delta(i,j) \in [0,1] \) is the dissimilarity function between two data object \( i \) and \( j \). \( \alpha \in [0,1] \) is a scaling parameter that permits further adjustments of resulting values. \( L \) is the load list of the ant that wants to insert a new item or remove an existing one from it. \( \sigma^2 \) is the size of \( L \). We have also used the probability of picking up and dropping down functions proposed by Lumer & Faieta in the modified form of inserting and removing which are defined according to formula (7) and (8), respectively. The value of the parameters that we have chosen for our experiment is
presented in Table 1. These settings are selected because we got satisfying results using them.

\[
P_{\text{insert}}(i) = \begin{cases} 
  \left( \frac{f(i)}{K_{\text{ins}} + f(i)} \right)^2 & \text{if } f(i) < K_{\text{ins}} \\
  1 & \text{if } f(i) \geq K_{\text{ins}}
\end{cases}
\] (7)

\[
P_{\text{remove}}(i) = \begin{cases} 
  0 & \text{if } f(i) \geq K_{\text{rem}} \\
  \left( \frac{K_{\text{rem}}}{K_{\text{rem}} + f(i)} \right)^2 & \text{if } f(i) < K_{\text{rem}}
\end{cases}
\] (8)

Where \(K_{\text{ins}}\) and \(K_{\text{rem}}\) are the inserting and removing constants respectively.

Whenever an ant is located in an occupied cell, it tries to pick up the item and insert it into its load list according to inserting formula. Similarly, if an ant is located in an empty cell, it searches its load list and tries to remove one of its loads according to the removing formula. For the sake of accuracy, in every iteration each ant tries to merge its loads with other ants’ load list. For this, each ant checks all of its loads for inserting into other ants’ load list using the inserting probability function. In this way the wrongly clustered data can be returned back into their correct clusters and the error of clustering decreases. This is a very important process which prevents ants from falling into local minimum.

### Table 1. Parameters of the density function and their value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_{\text{ins}})</td>
<td>0.15</td>
</tr>
<tr>
<td>(K_{\text{rem}})</td>
<td>0.15</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### 4 The Basic K-ants Clustering Algorithm

The detail of our proposed k-ants clustering algorithm is explained in Algorithm 1.

---

**Algorithm 1.** Basic form of proposed K-ants algorithm.

// Initialization part
1. Consider the number of clusters and generate equal ants
2. Spread the data and ants randomly on the grid and give all ants a random load.

// main
3. **While** iter < max_iter
4. **For** i=1 to #ants
5. a = Choose a random ant
6. step = Generate a random speed from interval (1,max_speed)
7. new_location = Move (a, step)
8. **If** there is a load \(l\) in new_location **then**
9. Calculate the density function of \(l\) according to formula (6). \(L\) is the load list

---
of ant a

10 inserting_p = Calculate the inserting probability of load l according to formula (7)

11 r = Generate a random number from interval (0, 1).

12 If inserting_p > r then

13 Enter the load l into the load list of ant a.

14 End If

15 Else If there is no load in new_location then

16 For all loads l of ant a

17 Calculate the density function of l according to formula (6). L is the load list

18 of ant a

19 removing_p = calculate the removing probability of load l according to

20 formula (8)

21 r = Generate a random number from interval (0,1)

22 If removing_p>r then

23 remove load l from the load list of ant a

24 End If

25 End For

26 End If

// update the load list of ant a

27 For k=1 to #ants

28 For l=1 to #load_list(a)

29 If k~=a then

30 f = Calculate the density function of l according to formula (6). L is the load

31 list of ant k

32 inserting_p = calculate the inserting probability of l according to formula (7)

33 r = Generate a random number from the interval (0,1)

34 If inserting_p>r then

35 insert the load l into load list of ant k and remove it from load list of

36 ant a

37 End

38 End If

39 End For

40 End For

41 End For

42 End while

5 Algorithm Modifications

In order to improve the convergence speed and accuracy we have decided some
modifications which are discussed in the following subsections.
5.1 Helper Ants

The grid space can be explored very slowly if the number of clusters is much less than the size of the dataset. To avoid this to happen, more than one ant can be used for gathering the members of one cluster. We have called them helper ants. By using helper ants clustering can be done much more quickly because of the cooperation of a number of ants for finding the members of one cluster. In this way every ant must always be aware of all the members of other ants of its group. Each time an ant wants to insert or remove an item it must take other members of its group into account. So the parameter \( L \) in formula (6) will change to the members of all load lists of the ants of one group i.e. all helper ants of one group. Note that an ant can only update its load list with an ant of opposite group. We have used 2 helper ants for each group in our implementation.

5.2 Blocking the Empty Cells

After a few iterations, most cells become empty. Stepping on the empty cells can only cause ants to put their loads on them. These loads must then be taken by other ants. This process is too time consuming and prolongs the gathering of members of clusters. To prevent this to happen, after some constant number of iterations, the empty cells become block. No ants can enter a block cell.

5.3 Stopping the Action of Putting on the Grid

Instead of putting down the loads iteratively and then picking them up, we have forbidden the action of putting on the grid after some constant number of iterations. In this way the correction of clusters can only be done by updating the load lists of ants. By this heuristic, the transfer of one load from one ant’s load list to another can be done directly and the redundant action of putting on the grid will be avoided.

6 Experimental Results and Comparison

We have used the F-Measure [7] and Rand Index [8] for evaluating the clusters generated by our algorithm. The definitions of these functions can be found in [9], [10].

The datasets we used are summarized in Table 2 and the results of applying the evaluation functions (F-Measure and Rand Index) on them are shown in Table 3. It shows means and standard deviations (in parentheses) which is obtained over 30 independent runs with different initializations for the two measures. Additionally, Table 3 shows the error of clustering with respect to the number of wrongly clustered data. In all cases we have compared our results with k-means and ant-based clustering algorithm using LF model.
Table 2. Summary of the used data sets. dim is the dimensionality, k gives the number of clusters, and size shows the number of members of a cluster.

<table>
<thead>
<tr>
<th>Name-k-size</th>
<th>Dim</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris-3*50</td>
<td>4</td>
<td>UCI</td>
</tr>
<tr>
<td>Square5-4*100</td>
<td>2</td>
<td>N((0,0],[2,2]),((0,5],[2,2]),((5,0],[2,2]),((5,5],[2,2])</td>
</tr>
</tbody>
</table>

Table 3. Test results on Iris dataset. Underlined bold face indicates the best and bold face the second best result out of the three algorithms.

<table>
<thead>
<tr>
<th>Iris dataset</th>
<th>K-means</th>
<th>LF</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min Error</td>
<td>8</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Max Error</td>
<td>19</td>
<td>16</td>
<td>21</td>
</tr>
<tr>
<td>Average Error</td>
<td>12.18182</td>
<td>9.85</td>
<td>9.61905</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.86665</td>
<td>0.825911</td>
<td>0.918927</td>
</tr>
<tr>
<td>(0.036583)</td>
<td>(0.0148461)</td>
<td>(0.030938)</td>
<td></td>
</tr>
<tr>
<td>Rand Index</td>
<td>0.854525</td>
<td>0.855422</td>
<td>0.905753</td>
</tr>
<tr>
<td>(0.030061)</td>
<td>(0.01814619)</td>
<td>(0.030487)</td>
<td></td>
</tr>
<tr>
<td>Total Iteration</td>
<td>100</td>
<td>400000</td>
<td>5000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Square5</th>
<th>K-means</th>
<th>LF</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min Error</td>
<td>1</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Max Error</td>
<td>24</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Average Error</td>
<td>8.47</td>
<td>6.22</td>
<td>4.34</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.832526</td>
<td>0.823462</td>
<td>0.862134</td>
</tr>
<tr>
<td>(0.040423)</td>
<td>(0.0411472)</td>
<td>(0.022634)</td>
<td></td>
</tr>
<tr>
<td>Rand Index</td>
<td>0.844524</td>
<td>0.853542</td>
<td>0.875753</td>
</tr>
<tr>
<td>(0.042345)</td>
<td>(0.02814619)</td>
<td>(0.020487)</td>
<td></td>
</tr>
<tr>
<td>Total Iteration</td>
<td>100</td>
<td>400000</td>
<td>5000</td>
</tr>
</tbody>
</table>

The results show that unlike k-means algorithm, our proposed algorithm doesn’t trap into local minimum and its results are independent to the initialization values. In addition, the clusters obtained from the proposed algorithm are significantly better than k-means and ant clustering algorithm in term of accuracy.

7 Conclusion

In this paper, we presented a new strategy for clustering using artificial ants in which groups of ants tries to do clustering by inserting and removing operations. The
number of groups of ants is equal to the number of clusters which must be specified in prior to clustering. All data objects and ants are spread randomly on the grid. Each ant contains a load list which is initialized with a random object at first. Ants search the grid and try to collect similar data to their load. The load list of ants of each group constructs each cluster and so in contrast to the basic ant clustering algorithms there is no need for the extra process of cluster retrieval from grid. The experimental results dedicated better performance in comparison to k-means algorithm and the LF model of ant clustering. It also outperforms k-means algorithm because it doesn’t fall in local minima and its results are not dependant to the initialization part of algorithm.
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