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ABSTRACT
Multi-Processor (MP-SoC) platforms are emerging as the latest trend in SoC design. Monolithic bus-based interconnect architectures will not be able to support the clock cycle requirements of these high performance SoCs. Systems having multiple smaller buses, integrated through repeaters or bridges, are possible alternatives. But these kinds of solutions are ad-hoc in nature. By adopting a more structured network-based design paradigm, specific clock cycle requirements can easily be met. The precise focus of this paper is to show how the butterfly fat tree (BFT) can meet this objective when used as the overall MP-SoC interconnect architecture, thereby offering an attractive alternative for SoC interconnect that does not suffer from the non-scalability aspect of the buses in regards to the clock cycle.

Categories and Subject Descriptors
B7.1 [Integrated Circuits]: Types and Design Styles – VLSI.

General Terms
Design, Performance
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1. INTRODUCTION AND MOTIVATION
According to recent publications [1], the emergence of SoC platforms consisting of large, heterogeneous sets of embedded processors is imminent. A key element of such multiprocessor SoC (MP-SoC) platforms [1] is the interconnect topology. To date, the most frequently used on-chip interconnect architecture is the shared medium arbitrated bus. The advantages of shared-bus architecture are simple topology, low area cost, and extensibility. For a relatively long bus line, the intrinsic parasitic resistance and capacitance can be quite high. Moreover, every additional IP block connected to the bus adds to this parasitic capacitance, in turn causing increased propagation delay. As the bus length increases and/or the number of IP blocks increases, the associated delay in bit transfer over the bus may exceed the specified clock cycle. One solution for such cases is to split the bus into multiple segments and introduce a hierarchical architecture. We consider that multiple forms of buses connected through specialized interfaces called agents. As such, the switches can be considered as infrastructure IPs (FPs) [4] providing a robust data transfer medium for the functional IP modules.

As an interconnect topology, we use a butterfly fat tree (BFT) architecture. In this architecture, the functional IP blocks reside at the leaves of the tree and the infrastructure IP blocks, i.e., switches, reside at its vertices. A set of functional IPs is connected to a neighboring switch. The specific aim of this paper is to compare the performance of the BFT with that of the bus-based architectures. We show how the clock cycle supported in a traditional bus-based system is limited by system size, whereas in a BFT-based architecture it is independent of system size.

2. RELATED WORK
A few on-chip micro network proposals for SoC integration can be found in the literature. Sonic’s Silicon Backplane [5] is one example. This is a bus-based architecture in which the IP blocks are connected to the bus through specialized interfaces called agents. Each core communicates with an agent using the Open Core Protocol (OCP) [6]. MIPS Technologies has introduced an on-chip switch integrating IP blocks in a SoC [7]. Kumar [8] and Dally [9] have proposed mesh-based interconnect architectures. These architectures consist of an m x n mesh of switches interconnecting computational resources (IPs) placed along with the switches. In this case, the number of switches is equal to the number of IPs. Saastamoinen [10] describes the design of a reusable switch to be used in future SoCs. The interconnect architecture is however not specifically discussed. Guerrier and Greiner [11] proposed the use of a tree based interconnect (SPIN) and addressed system level design issues. In [12], [13] an interconnect architecture for a networked SoC, as well as the associated design of required switches and addressing mechanisms, are described. None of the above works quantitatively discusses the effect of the system size on the achievable clock cycle in a multi-core SoC.

3. PLATFORM-BASED MP-SoC
In a conventional digital ASIC design flow, several iterations of logic synthesis and physical design are typically required before convergence to design specifications is achieved. During synthesis, the capacitances of the global wires are generally unknown, and
wire-load models are typically used as estimators. The accuracy of such estimations is generally acceptable for short wires, but increasingly unacceptable as the wire delays reach levels where they correspond to a significant portion of the critical path delay.

For IP blocks constituted of 50 - 100K gates, such interconnect delay estimation related problems can be reasonably well tackled by existing CAD tools. Moreover, various publications show that global wires in blocks of 50 – 100K gates tend to scale with technology [14]. Therefore, problems in ultra deep submicron processes arising from non-scalable global wire delay and poor back annotation mechanisms can be assumed to be readily surmountable when these are limited to such blocks. There is plenty of evidence in support of IP blocks amounting to such sizes [15].

The trend for future SoC integration will be based on a design paradigm where an array of IP blocks (embedded processors) consisting of around 100K gates will be integrated according to a specific interconnect template [1]. Conventional single bus-based systems will not be able to support these large number of IP blocks. Smaller buses hierarchically interconnected through bridges offer possible solutions.

Here, instead of building a huge multi-processor SoC around an ad-hoc interconnection of multiple buses, we propose the adoption of an efficient parallel computing architecture tailored for the SoC domain. The BFT has found extensive applications in parallel machines. Among other attractive features, they are generally hardware efficient [16]. In view of our objectives, we consider the BFT as an interconnect template for a MP-SoC.

4. NON-SCALABILITY IN A BUS-BASED SoC

Here, we develop a model to analyze how the system size affects the achievable clock cycle in a bus-based SoC. In a bus-based SoC, multiple IP blocks share the same transmission media. This negatively impacts propagation delay, and, ultimately, the achievable clock cycle. This thus limits the number of IP blocks that can be connected to the bus, and thereby the system scalability. Each attached IP block will capacitively load the bus wires. For ease of analysis (but without loss of generality), we assume this extra capacitance to be evenly distributed along the wire and model it as a parasitic capacitance.

As many existing on-chip buses are multiplexer - based they are basically unidirectional and can therefore easily be buffered.

Attaching IP blocks to a bus adds an equivalent parasitic capacitance of $C_p$ per unit length of wire. As a result, the driving capability of the bus will be negatively affected, and buffer insertion is required to accommodate multiple IPs while satisfying a propagation delay within one clock cycle. If a bus wire is divided into $N$ segments, then each wire segment will have a capacitance of $(C_w + C_p)$ per unit length and the delay in the buffered bus wire will be given by equation (4.1), where $t_{bus}$ is the delay of an inverter sized for equal rise and fall propagation delays, $M$ is the size of the inverters, $C_G$ is the gate capacitance of the minimum size inverter, $R_{diff}$ is the resistance of n-type diffusion region in $\Omega/\mu m$, $R_w$ and $C_w$ are the resistance and capacitance per unit length of the wire, respectively, and $L_{bus}$ is the bus length.

$$D_{bus} = N \cdot \left( C_w R_w + \frac{C_G R_{diff} M}{M} \right) + L_{bus} \cdot \left( 0.4 R_w (C_w + C_p) \right) \frac{t_{bus}}{V_{DD}}$$

(4.1)

Consequently the achievable clock cycle will be given as $1/D_{bus}$. As $C_p$ increases beyond a certain value the clock cycle exceeds the limit of 15F04 delay units [17]. The value of $C_p$ can be considered as a metric for the scalability of a bus-based system as it relates to how many IP blocks can be appended to a bus before the delay exceeds one clock cycle. One way to deal with this scalability problem is to split the bus into smaller segments. A bus of shorter length can support more parasitic capacitance, $C_p$, arising from appended IP blocks. Figure 1 shows the variation of $C_p$ with bus length.

![Figure 1: Variation of $C_p$ with bus wire length.](image)

From Figure 1 it is evident that more parasitic capacitance $C_p$ can be supported by reducing the length of the bus, on the other hand, for any bus length, $C_p$ remains constrained by the 15F04 limit.

5. A TREE-BASED STRUCTURED INTERCONNECT ARCHITECTURE

We proposed a novel interconnect template to integrate numerous IPs of an SoC following a butterfly fat-tree architecture. Figure 2 shows an SoC with 64 IPs integrated according to BFT, where the darker blocks denote the switches (I2Ps), and white squares represent the functional IP blocks. Each switch has four child ports and two parent ports. The total number of switches converges to $N/2$ [12] when the number of functional IP blocks in the system, N, is arbitrarily large.

![Figure 2: Floorplan of a 64-IP butterfly fat tree network.](image)
The switches (I2Ps) consist of multiple stages. These stages together with the structured wires between the I2Ps provide a highly pipelined communication medium. We can differentiate between two types of delays, namely intra- and inter-switch. Through detailed circuit level design and analysis, we can constrain the delay of each pipelined stage to be within the ITRS suggested limit of 15 FO4 delay units.

5.1 Switch-to-Switch Wire Delay

The inter-switch wire length depends on the number of levels in the BFT, which in turn depends on the system size. Assuming IP blocks consisting of 100K gates, Table 1 shows the maximum number of 100K gates IP blocks that can be integrated in a single SoC in different ITRS technology nodes [17]. As reported in Table 1, the number of IP blocks increases, the number of required levels in the butterfly fat-tree also increases. Table 1 reports the number of required levels for each technology node.

<table>
<thead>
<tr>
<th>Technology Node</th>
<th>Max. No. of IPs</th>
<th>No. of Fat-Tree levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>130 nm</td>
<td>500</td>
<td>6</td>
</tr>
<tr>
<td>90 nm</td>
<td>1000</td>
<td>7</td>
</tr>
<tr>
<td>65 nm</td>
<td>2500</td>
<td>9</td>
</tr>
<tr>
<td>45 nm</td>
<td>7500</td>
<td>10</td>
</tr>
<tr>
<td>32 nm</td>
<td>10000</td>
<td>11</td>
</tr>
</tbody>
</table>

The wire length between switches in the butterfly fat-tree architecture depends on the levels of the switches. From Figure 2, this inter-switch wire length is given by the following expression:

\[ w_{a+1,a} = \frac{\sqrt{\text{Area}}}{2^{\text{levels}-a}} \]  

(5.2)

where \( w_{a+1,a} \) is the length of the wire spanning the distance between level \( a \) and level \( a+1 \) switches, where \( a \) can take integer values between \( 0 \) and \( \text{levels}-1 \). The die size is assumed to remain unchanged at 20 mm [17].

We can compute the intrinsic RC delay of a wire according to the equation below [18]:

\[ D_{\text{buffered}} = 0.4 R_w C_w L^2 \]  

(5.3)

where \( L \) is the wire length. In different technology nodes, \( FO4 \) can be estimated as \( 425 \times L_{\text{min}} \) [ps] where \( L_{\text{min}} \) is the minimum gate length in each technology node [17]. For long wires, the intrinsic delay will easily exceed this \( 15FO4 \) limit. In those cases, the delay can, at best, be made to increase linearly with wire length by inserting buffers. If the wire is divided into \( n \) segments and \( n \) inverters inserted, then the total delay of the buffered wire will be according to the following expression [18], where \( m \) is the size of the inverters:

\[ D_{\text{buffered}} = n t_{\text{in}} + \left( C_p R_m + \frac{C_R L}{m} \right) L + 0.4 R_w C_w L^2 \]  

(5.4)

From equation (5.3), the length of global wires (inter-switch connections), which require buffering, can be determined. It is noticed that most of the inter-switch wires need not be buffered [19]. Consequently, the inter-switch propagation delay always remains within one clock cycle.

The preceding inter-switch wire length and delay analysis and corresponding results do not strongly depend on the IP block size assumption. If the number of gates in the IP blocks were to largely exceed 100K gates, or were much smaller than 50K, then the total number of IP blocks in the SoC would vary accordingly. Consequently, only the number of levels in our template would change. The inter-switch wire length and delay would remain largely unaffected.

5.2 Switch Design and Delay Analysis

According to Figure 2 the switch has six ports. In order to have a considerably high throughput, we use a virtual channel switch, where each port of the switch has four parallel buffers [13]. The different components of the switch are shown in Figure 3.

![Figure 3: Block diagram of a switch port.](image)

Each physical input port has more than one virtual channel, uniquely identified by its virtual channel identifier (VCID). Flits may simultaneously arrive at more than one virtual channel. As a result, an arbitration mechanism is therefore necessary to allow only one virtual channel to access a single physical port. As there are four virtual channels corresponding to each input port, we need a 4:1 arbiter at the input. Similarly, flits from more than one input port may simultaneously try to access a particular output port. Consequently, on the output side, we need a 5:1 arbiter since among the six ports of the switch; any five may try to access a particular output port [13]. The routing logic block determines the output port to be taken by an incoming flit.

The operation of the switch consists of one or more processes depending on the nature of the flit. In the case of a header flit, the sequence of the processes is: (1) Input Arbitration; (2) Routing; and (3) Output Arbitration. In the case of body flits, Switch Traversal replaces the routing process as the routing decision based on the header information is maintained for the subsequent body flits as indicated in Figure 4.

The blocks involved in the input arbitration process are the 4:1 arbiter and the input mux; similarly, the blocks in the output arbitration process are the 5:1 arbiter and the output mux. The routing process is performed by the combination of the routing block and the input demux.

![Figure 4: Intra-switch pipeline stages.](image)
delay relative to the \( FO4 \) unit of delay. The critical path of the arbiter circuit is shown in Figure 5.

![Figure 5: Critical path of the arbiter.](image)

The critical path involved in switch traversal consists of the combination of four mux/demux according to Figure 3. We developed a VHDL model for the switch and synthesized it using Synopsys’ synthesis tool in CMOS 0.18\( \mu \)m technology. We compared results obtained from the logical effort analysis with those given by Synopsys’ tool. These comparisons are reported in Table 2.

**Table 2: Comparison of Delays: Calculated vs. Synopsys’ tool-generated**

<table>
<thead>
<tr>
<th>Process</th>
<th>Delay (LE analysis)</th>
<th>Delay (Synopsys’ Tool)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Arbitration (( t_{\text{in}} ))</td>
<td>8.9 ( FO4 )</td>
<td>9.1( FO4 )</td>
</tr>
<tr>
<td>Routing (( t_{\text{r}} ))</td>
<td>5( FO4 )</td>
<td>6.2( FO4 )</td>
</tr>
<tr>
<td>Output Arbitration (( t_{\text{out}} ))</td>
<td>10.3( FO4 )</td>
<td>9.6( FO4 )</td>
</tr>
<tr>
<td>Switch Traversal (( t_{\text{sw}} ))</td>
<td>3.5( FO4 )</td>
<td>4.1( FO4 )</td>
</tr>
</tbody>
</table>

Table 2 shows that the delays estimated by our logical effort analysis closely match those obtained from Synopsys’ tools. This indicates that the delay associated with each of the processes involved with the operation of the switch is well below the ITRS-suggested limit of 15\( FO4 \) and can therefore be driven by a clock with a period of 15\( FO4 \).

The structured inter-switch wires and the processes underlying the switch operations yield four types of pipelined stages. Together, these four types characterize the functionality of the communication fabric. Through careful design and analysis, we have shown how it is possible to constrain the delays of each of these stages such that they are bounded by the clock period limits suggested by ITRS [17] for high performance multi-core SoC platforms.

6. CONCLUSIONS

Multi-core SoC platforms are emerging as the trend for future SoC designs. In this paper, we showed that by adopting BFT as an interconnect architecture; the whole SoC interconnection fabric is divided into multiple pipeline stages. Each of these stages can be driven by a clock signal with ITRS suggested time period of 15\( FO4 \) delay units irrespective of the system size. In this way it overcomes the inherent non-scalability associated with traditional bus-based systems. The constraints of the structured architecture that we proposed are well outweighed by the performance benefits and other portability, scalability and design automation benefits.
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