The 10GHz 4:1 MUX and 1:4 DEMUX implemented via the Gigahertz SiGe FPGA
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ABSTRACT
This paper describes the implementation of a scalable SiGe FPGA that serves as a high speed FPGA test platform. A new configurable block (Basic Cell) has been evolved from the Xilinx 6200 specification, and is designed to perform in the gigahertz range. Two chips, a 4:1 multiplexer and 1:4 demultiplexer, were designed using the IBM SiGe 7HP process. The two designs can process 10 Gbps data streams.

Categories and Subject Descriptors
B.7.1D.3.3 [Integrated Circuit]: Types and Design Styles – Advanced Technology, Gate Arrays, VLSI (Very Large Scale Integration).

General Terms
Design
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1. INTRODUCTION
Field programmable gate arrays (FPGAs) are now widely used for the implementation of digital systems. They were first introduced by Xilinx Inc., San Jose, CA, and have demonstrated their versatility in many fields such as networking and digital signal processing (DSP). However, the relatively low operating frequency of CMOS FPGAs has limited the circuits and applications for which they can be used. Due to its excellent high-speed characteristics, Current Mode Logic (CML) is a good candidate for implementing an FPGA running at GHz frequencies. In 2000, the first high speed SiGe FPGA utilizing CML and running in the GHz range was proposed [1]. However, the large power consumption (71.4 mW) of its building block made it difficult to scale up. In order to alleviate this problem, a modified FPGA structure that has smaller propagation delay and power consumption was proposed in 2002 [2]. This paper mainly focuses on the performance of this FPGA, enhanced by the SiGe process and Current Mode Logic (CML). Sections 2 and 3 briefly describe the SiGe process and fundamental theory of CML. Section 4 describes the proposed FPGA configurable building block (or Basic Cell) and its performance. Measurement results of the first test chip are described in Section 5 and the 4:1 MUX and 1:4 DEMUX implemented by the proposed configurable building block are described also. Lastly, a conclusion is presented and future work is discussed.

2. IBM 120GHz SiGe process
Technical progress in bringing SiGe HBT technology to reality has been exceptionally rapid. The IBM SiGe BiCMOS process has evolved over several generations, resulting in the HBT’s cutoff unity current gain frequency approaching 120 GHz (the process that the author used) and is still increasing; a 210 GHz process (8HP) was reported [3]. The excellent high frequency performance of the 120 GHz devices has been demonstrated most recently [4]. With outstanding high frequency characteristics and yield, SiGe logic circuits can be created that operate up to 40 GHz.

3. Current Mode Logic (CML)
Like ECL, CML is a differential logic design methodology that focuses on steering instead of switching currents. It has many similarities to ECL design, such as preventing the transistor from saturating and wide use of emitter coupled differential pairs. The advantages that make CML unique are that it does not require emitter followers at the gate outputs and it can be biased at lower
current levels without appreciably degrading its speed. The reference current is provided at the bottom of the current tree. By properly steering it flowing through the emitter coupled pair transistors and the voltage drop resistors, the desired output voltages are achieved.

4 Basic cell of the SiGe FPGA

Figure 1 shows the building block, or Basic Cell (BC), used in the FPGA core. The BC is composed of CML MUXs for fastest performance. This structure is the same with the one proposed in [2], having three parts: an input routing block (IRB), an output routing block (ORB), and a Configurable Logic Block (CLB). The structure used in this paper has better performance and less power consumption when compared to the first proposed SiGe FPGA. The relevant information is listed in Table 1. The Xilinx 6200 family is known for its limited functionality and other drawbacks, however its open design nature and relatively simple structure make it a good candidate for high speed FPGA testing and novel applications. The author has not precluded other new FPGA architectures. The incoming signals (X, X4, Cx, Qx)1 are routed to the IRB which has three 8:1 MUXs (F1, F2 and F3). After multiplexing, the outputs are routed to the CLB to perform the desired logic function, which is then routed to the ORB (Cx-out2, Qx-out2, Eout, Wout, Sout and Nout). There are three main types of functions: combinational logic, sequential logic and bypass signal. Input signals of 5 GHz, 2.5 GHz and 1.25 GHz (to F1, F2 and F3) and a 10 GHz clock are fed to the CLB. The signal paths of the combinational/sequential logic and bypass signal are shown as Route 1 and 2 in Figure 5. The propagation delay and simulation results are summarized in Table 2, along with the power consumption of each case. The size of the BC layout is 166 x 162 µm2. All connections emulate the structure of Xilinx 6200 so that all of the original functions are maintained.

5.1 Test circuit I: the BC ring oscillator

The first test circuit has been fabricated using the IBM 7HP process. The schematic of this test circuit is composed of four

---

1 The x represents the directions that a signal can be routed to.
BCs. Since the differential configuration has been adopted, the first three BCs are programmed to buffers and the last one is programmed to inverter. The oscillator has been measured with the period of 800 ps shown in Figure 2, meaning the new BC has an operating frequency of up to 10 GHz (100 ps).

5.2 Test circuit II: The 4:1 multiplexer

Figure 3 shows the schematic of the 4:1 multiplexer (MUX), which is implemented by three MUX modules as shown in Figure 4. The input of all data streams (CH1 - CH4) are generated by a 2^3-1 pseudorandom bit sequence (PRBS). A 2.5 GHz clock source is connected to the PRBS to generate the desired random test pattern. The first two BC cells in the MUX module are configured to perform D-FF functions that align the timing of the

\[\begin{align*}
\text{CH1} & \quad \text{CH1}_b \\
\text{CH2} & \quad \text{CH2}_b \\
\text{CH3} & \quad \text{CH3}_b \\
\text{CH4} & \quad \text{CH4}_b
\end{align*}\]

The data streams to the select signal stage (CLK0). The right hand side BC cell is configured to be a multiplexer and D-FF to select different data streams and align timing again. When the select signal (S) is high (S_b is low), the multiplexer selects the Input_A data stream. When S goes low (S_b goes high), the multiplexer selects the Input_B stream. In order to align the timing of the multiplexed data streams, the clock connected to the top of the first stage MUX Module is inverted. Thus its output data stream can be offset by 90 degrees. Then, both outputs of the first stage modules are passed to the last module and multiplexed again. In the 4:1 MUX, the clock signals (CLK1 and CLK1_b) are twice as fast as the clock applied to the previous modules (CLK0 and CLK0_b). Seven BC cells are used to implement this 4:1 MUX. The simulation result of the 4:1 MUX is shown in Figure 5.

5.3 Test circuit III: 1:4 demultiplexer

The schematic of the 1:4 demultiplexer (DEMUX) is shown in Figure 6. The higher speed data stream is latched by the BC cell in the DEMUX module shown in Figure 7 to align with the applied clock. Then the high-speed stream is demultiplexed using

\[\begin{align*}
\text{Start line} \\
\text{Input: CH4} \\
\text{Input: CH3} \\
\text{Input: CH2} \\
\text{Input: CH1}
\end{align*}\]
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Figure 5. The simulation result of the 4:1 MUX

Inputs: CH1: 1 0 1 0 0 1 1 CH2: 0 0 1 0 1 0 0

CH3: 0 1 0 1 0 0 1 CH4: 0 0 0 1 0 1 0

MUX-output: 0010-1000-0011-1100-0001-0110

Figure 5. Measured waveform of the fabricated chip.

Figure 3. The block diagram of the 4:1 MUX

Figure 4. The schematic of the 2:1 MUX module

Figure 6. The building blocks of the 1:4 DEMUX.
the rise and fall edges of the applied clock. After aligning two channels in the second stage, the data streams are then passed to a second DEMUX stage to further demultiplex the data streams. The input data stream is generated by the PBRS clocked by a 10 GHz clock for the input test signal. Figure 8 shows the simulation result of the 1:4 DEMUX.

6 Conclusions
The new Basic Cell (BC) has been demonstrated with an operating frequency up to 10 GHz. Also a 4:1 MUX and 1:4 DEMUX have been designed and fabricated to evaluate the performance of the new SiGe FPGA for a localized layout application. The layout of the 4:1 MUX and 1:4 DEMUX are shown in Figure 9 and 10. From the previously described simulation, both circuits can operate with data rates up to 10 GHz.

7. Future work:
The power consumption of the SiGe FPGA is still too high for larger arrays that are capable of supporting more sophisticated digital applications desired for future testing. The focus of the continued research on the FPGA will be to investigate several methods for further power reduction as well as the realization of potential applications described in previous paragraphs. This will broaden the prospective application field of high-speed SiGe FPGAs.
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