Verification of Timed Circuits with Symbolic Delays

Robert Clarisó
Department of Software
Universitat Politècnica de Catalunya
e-mail: rclariso@lsi.upc.es

Jordi Cortadella
Department of Software
Universitat Politècnica de Catalunya
e-mail: jordi.cortadella@upc.es

Abstract—Verifying timed circuits is a complex problem even when the delays of the system are fixed. This paper deals with a more challenging problem, the formal verification of timed circuits with unspecified delays represented as symbols. The approach discovers a set of sufficient linear constraints on the symbols that guarantee the correctness of the circuit. Experimental results from the area of asynchronous circuits show the applicability of the approach.

I. INTRODUCTION

The correct operation of a timed circuit often depends on the delays of its gates and wires and the timing behavior of its environment. Timing analysis can check the correctness of the circuit but the result is only valid for the particular timing information provided for that instance of the circuit. The answer could not be extrapolated to the same circuit implemented in other technologies. A more meaningful answer would be a characterization of the circuit as a set of timing constraints that could guarantee the correctness of the circuit and that would be independent of the technology. For example, The circuit is correct if

\[ D_1 + D_2 < d_3 + d_4 + d_5 \land D_2 < 3d_1 + 2d_7 \]

where \( d_i (D_i) \) denotes the minimum (maximum) delay of a gate \( i \). The advantage of this type of answer is obvious. Apart from the useful feedback provided to the designer, the correctness of a set of delays can be checked automatically and efficiently just by testing if the delays satisfy the constraints. Many technology mappings can be tested efficiently instead of choosing conservative delays to ensure correctness. However, this requires an analysis with symbolic delays, that makes verification more complex.

This paper presents an algorithmic approach for the automatic discovery of linear constraints in timed systems that guarantee their correctness. The technique is based on the paradigm of Abstract Interpretation [7], that was originally devised for the static analysis of programs [8]. One of the main motivations of this work is the characterization of the behavior of asynchronous controllers. Under certain gate delays, these circuits may manifest hazardous behavior that can be propagated to some output signal and produce a failure. The purpose of the verification is to derive a set of linear constraints on the gate delays that guarantee a correct behavior. Each constraint usually refers to a pair of structural paths in the circuit whose delays must be related by an inequality, e.g.

\[ \text{delay(path1)} < \text{delay(path2)} \]

II. EXAMPLE: VERIFYING A D FLIP-FLOP

The complexity of the problem restricts the size of the circuits that can be verified with this approach, since explicit representations of the states are required. So far, circuits with up to 20 symbols have been verified. This makes the approach specially suitable for the verification of small circuits whose behavior depends on the timing characteristics of the components, such as asynchronous controllers, e.g. [19]. But the technique is also applicable to any level of granularity. For example, one could verify RTL specifications with delays at the level of functional blocks (ALUs, counters, controllers, etc).

The paper is organized as follows. Section II presents a simple example of verification with symbolic delays. Section III discusses related work in the area. Section IV introduces timed transitions systems and symbolic delays. The main algorithm for reachability analysis is presented in Section V. Finally, Section VI illustrates the applicability of the approach to some examples.
The sufficient constraints with these assumptions are reported in Fig. 1(d).

### III. RELATED WORK

Several techniques for computing conservative timing constraints for the correct operation of asynchronous circuits are available in the literature. Many techniques rely on analyzing the circuit with known constant min-max delays in gates and wires [4, 5, 16, 17]. *Time-symbolic simulation* [14] assumes that each gate has an unknown constant delay, but the analysis requires that a lower and upper bound is known. Contrary to these approaches, the technique presented in this paper can deal with completely unknown delays that are represented as symbols.

The kind of timing constraints that can be computed also differs from our approach. The first class of constraints is *metric timing* constraints [5, 16], i.e. constant min-max bounds for the components of a circuit and its inputs events. Another group of constraints is *relative timing* [4, 15, 17], i.e. constraints that describe the relative order among concurrent events. Our approach can compute a wider class of constraints, *linear constraints*. Therefore, our analysis provides less conservative timing constraints, that can yield an increase in performance.

Few techniques allow the analysis of asynchronous circuits with symbolic delays. *Parametric difference bound matrices* [2, 13] and *Presburger arithmetic* [1] handle symbolic delays in the verification. As an example, let us assume that the delay of \( g_1 \) and \( g_2 \) are in the intervals [4, 7] and [1, 3], respectively. The sufficient constraints with these assumptions are reported in Fig. 1(d).

### IV. DEFINITIONS

The behavior of a timed circuit can be modeled as a timed transition system (TTS). A TTS is a transition system where each event has a lower and upper delay bounds. In the remainder of the paper, the delay of an event \( e \) will be denoted by \([d_e, D_e]\). Intuitively, these delay bounds indicate that if an event \( e \) is fired \( t \) time units after becoming enabled, then \( d_e \leq t \leq D_e \).

#### Definition IV.1

A transition system (TS) is a quadruple \( A = (S, \Sigma, T, s_{in}) \), where \( S \) is a non-empty set of states, \( \Sigma \) is a non-empty alphabet of events, \( T \subseteq S \times \Sigma \times S \) is a transition relation, and \( s_{in} \) is the initial state. Transitions are denoted by \( s \xrightarrow{e} s' \). An event \( e \) is enabled at state \( s \) if \( \exists s \xrightarrow{e} s' \in T \). We will denote the set of events enabled at state \( s \) by \( E(s) \).

#### Definition IV.2

Let \( A = (S, \Sigma, T, s_{in}) \) be a TS. A run of \( A \) is a sequence \( s_1 \xrightarrow{e_1} s_2 \xrightarrow{e_2} \ldots \) such that \( s_1 = s_{in} \) and \( s_i \xrightarrow{e_i} s_{i+1} \in T \) for all \( i \geq 1 \).

#### Definition IV.3

A timed transition system (TTS) is a triple \( A = (A^-, d, D) \) where \( A^- = (S, \Sigma, T, s_{in}) \) is a TS called the underlying transition system, \( d : \Sigma \rightarrow \mathbb{R}^+ \) and \( D : \Sigma \rightarrow \mathbb{R}^+ \cup \{\infty\} \) respectively associate a minimal and a maximal delay bounds to each event, such that \( \forall e \in \Sigma : d_e \leq D_e \).

#### Definition IV.4

A timed state sequence is a pair \( \rho = (\sigma, t) \) such that \( \sigma \) is a sequence of states and \( t \) is a sequence of time stamps in \( \mathbb{R}^+ \), \( t_1, t_2, t_3, \ldots \) such that \( t_1 \leq t_2 \leq t_3 \leq \ldots \) (monotonic) and \( \forall k \in \mathbb{R}^+ : \exists t_i \geq k \) (progress).

#### Definition IV.5

The total order is a set of metric timing constraints.

Our approach uses convex polyhedra as the abstraction to represent sets of timed states in timed transition systems. Convex polyhedra have also been used in the analysis of systems with different semantics: sequential programs [8], real-time systems [10], linear hybrid automata and synchronous programs with counters [11]. All these methods are approximate, as some operations on polyhedra are approximate to preserve closedness. For example, the union of convex polyhedra is not necessarily convex, and as an overapproximation, the convex hull is used instead.
Algorithm AbstractInterpretation (R, Inv)
Input: A timed transition system R = (S, Σ, T, s₀), d, D with an invariant Inv defining constraints on symbolic delays.
Output: The abstraction Time for all states.

foreach state s ∈ S do Time(s) := Φ; endfor
Time(s₀) := Inv;
changed := {s₀};
do n := state in changed with lowest DFS number; changed := changed \ \{n\};
foreach transition n =⇒ m ∈ T
newTime := transfer(n, e, m);
if (newTime ⊆ Time(m)) continue;
newTime := newTime ∪ Time(m);
if (e is a back edge)
Time(m) := (Time(m) \ ∇ newTime) \ ∩ Inv;
else
Time(m) := newTime \ ∩ Inv;
changed := changed ∪ \{m\};
while (changed ≠ Φ);

V. TIMING REACHABILITY ALGORITHM

A. Overview

Events of a TTS can only be fired if their lower and upper bound restrictions are satisfied. Intuitively, each event has an associated event clock that stores the amount of time elapsed since the transition became enabled. Each time an event is fired, event clocks are updated accordingly. Analysis of the values of event clocks can reveal whether an event can be fired or not in a given state.

We present an algorithm that computes a conservative upper approximation of the event clock values, convex polyhedra. Approximations will be propagated and combined using fixpoint techniques described in abstract interpretation [7]. The following sections describe the different parts of the algorithm: the abstract interpretation techniques (B); the operations on convex polyhedra (C); and finally, the function that updates the clock values after firing an event (D).

B. Abstract interpretation

Abstract interpretation [7, 8] is a framework of approximate static analysis techniques which can be applied to many kinds of analysis problems in different types of systems. In order to solve a specific problem, the framework of abstract interpretation has to be adapted to:

- the properties being studied: The state of a system may contain information which is not necessary to check a given property. Therefore, in our analysis we can work with an abstraction, a simplification of the state that ignores the irrelevant information.
- the semantics of the system: The behavior of a system can be defined by identifying a set of locations where we require information about the state. The relations among the state of the system in these locations establishes a system of equations.

The system of equations is solved iteratively using fixpoint techniques, yielding an abstraction that describes an upper approximation of the state in each location of the system.

For the problem of timing analysis of a TTS, a configuration is a set of valid assignments of constant values to clocks and symbolic delays. We will abstract the set of valid assignments as a convex polyhedron that is an upper approximation of this set, i.e. all valid assignments are included in the polyhedron. The convex polyhedron will describe the linear constraints that are satisfied among clock values and symbolic delays in all these valid assignments. The locations of interest of our timing analysis of will be the states of the TTS. We will note the abstraction in a given state s as Time(s). This abstraction describes the values of clocks when a state is reached, i.e. the precondition of the state.

In order to define the timing behavior of the system, we have to build a system of equations that defines how time elapses. When an state is reached, several events become enabled while other events that were enabled previously continue to be enabled. These events have to be fired according to its lower and upper delay bound, taking into account that some events have already been enabled for some time. We have defined a symbolic function called transfer (see section D) that advances the clock values while satisfying all upper and lower bounds. The output of this function is the value of clocks after firing an event, i.e. the postcondition of the transition being taken. Using this function, the abstractions for states can be defined as the following system of equations:

∀ m ∈ S, n ⋲ m ∈ T : Time(m) = \bigcup transfer(n, e, m)

Fig.2 describes an algorithm that computes a solution for this system of equations using a increasing fixpoint. Each location starts with an empty set of valid assignments to clocks and values, i.e. an empty abstraction. The algorithm applies the equations iteratively as long as they add new valid assignments. The solution is reached when there is a fixpoint.

Termination, i.e. convergence of the system of equations, is guaranteed by modifying the computation for loops. A widening operator [8] is used in the the equations of those states that are the targets of back-edges, i.e edges closing loops. Intuitively, widening extrapolates the effect of iterating a loop an unknown number of times. An in-depth discussion on termination of fixpoints and the necessity of widening can be found in [7, 8].

C. Convex polyhedra

Convex polyhedra [8, 11] can be represented as the set of solutions of a conjunction of linear inequalities with rational coefficients. Let P be a polyhedron over \( \mathbb{Q}^n \), then it can be represented as the solution to the system of m inequalities\( P = \{ X | AX \geq B \} \) where \( A \in \mathbb{Q}^{m \times n} \) and \( B \in \mathbb{Q}^m \). Convex polyhedra can also be represented in a polar representation, called the system of generators, as a linear combination of a set of vertices \( V \) (points) and a set of rays \( R \) (vectors).

The set of operations on convex polyhedra that are required for timing analysis are the following:

- Test for inclusion \( (P \subseteq Q) \): P is included in Q only if the generators of P satisfy the constraints of Q, that is, \( \forall v \in V : Av \geq B \) and \( \forall r \in R : Ar \geq 0 \).
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Intersection (P ∩ Q): P ∩ Q is defined as the polyhedron with a system of linear inequalities that contains all the inequalities in P and Q.

Widening (P ∪ Q): Widening is the extrapolation operator used to guarantee termination in loops. P ∪ Q is defined as the system of linear inequalities which are satisfied both by P and Q.

Applying a linear assignment (P[d := Cx + D]): Linear assignments to a dimension of the polyhedron transform the vertices and the edges of the polyhedron as V’ = {Cv + Dv | v ∈ V} and R’ = {Cr | r ∈ R}.

Assigning an undefined value to a dimension (P[d := ?]): This operation is equivalent to an existential quantification: it removes all constraints for a given dimension of the polyhedron, while keeping all the implicit constraints about the rest of dimensions intact. This operation is implemented using the Fourier-Motzkin elimination method [9].

Fig.3 shows some examples of these operations on convex polyhedra. It should be noted that the convex hull and the widening operator are the only operators that lose precision. All other operators are exact.

D. The clock transfer function

The core of the analysis is the clock transfer function that computes symbolically the changes in clock values after firing an event. Clock values are represented by a convex polyhe-
dron, with one dimension per event clock and one dimension per symbolic delay. The restrictions of this polyhedron represent the restrictions on the clock values in a given state. Intu-
tively, the purpose of the transfer function is to make sure that whenever an event e is fired, its delay bounds d_e and D_e are taken into account and added to the restrictions on the clock values.

Union (P ∪ Q)): The union of convex polyhedra is not necessarily convex, and therefore an upper approxima-
tion is used. This approximation is called convex hull, the least convex polyhedron that includes P and Q. P ∪ Q is defined as the polyhedron with a system of generators that is the union of those in P and Q.

Event clocks for enabled events store the amount of time elapsed since the event became enabled, while disabled clocks are undefined. After firing an event, event clocks should be updated to reflect the time elapsed between the firing of the last event to the firing of current event. This time spent in the state is called clock step, and it should satisfy the following properties:

- Step should be ≥ 0, i.e. no negative time increments.
- Step should be long enough to ensure that the firing of e happens at least d_e time units after e was enabled. At the same time, it should be short enough to ensure that e is fired at most D_e time units after becoming enabled.
- Step should be short enough to ensure that any transition that is enabled before firing e is not forced to fire due to its upper bound constraint.

When an event e is fired, the clocks of other events have to be updated. The change in their clocks depends on whether they are enabled or disabled before and after firing e. Events that become newly enabled have their clock reset to zero, while events that become disabled have their clock undefined. If an event remains enabled before and after e, its clock is increased by the clock step. Finally, if an event remains disabled, its clock does not change.

Fig.4 describes the algorithm that computes the transfer function using convex polyhedra operators. Fig.5 shows an example of the computation that would be performed by the algorithm. Events that are enabled before and after firing event e have been increased by an amount in the interval [d_e, D_e], i.e. the unknown clock step. Also, notice that some constraints among the symbolic delays of different events have been discovered. These constraints were imposed over the clock step during the transfer, and implied several restrictions on the delays that are made explicit when variable step is undefined. For example, the restriction D_a ≥ d_e means that event e can be fired only if a is not faster than e. This restriction is implied by the

P := Time(src);
P := P ∨ (step ≥ 0);
P := P ∨ (clock_e + step ≥ d_e);
P := P ∨ (clock_e + step ≤ D_e);
foreach event e’ ∈ E(src)
P := P ∨ (clock_e + step ≤ d_e);
foreach event e’ ∈ E(dst)
P := P ∨ (clock_e + step ≥ 0);
foreach event e’ ∈ E(dst)
P := P ∨ (clock_e + step ≥ 0);
if (e ∈ E(dst)) P[clock_e := 0];
else P[clock_e := ?];
return P;

Fig. 3. Several operations on convex polyhedra: (a) intersection of polyhedra, (b) union of polyhedra as the convex hull, (c) widening of polyhedra and (d) assignment of a linear expression or an undefined value.

Fig. 4. Clock transfer function
that the failure is unreachable.
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constraints is false, the failure state will be unreachable.

Fig. 5. Example of the transfer function for an event $e$, with the postcondition $Q$ obtained from a precondition $P$.

constraints $\text{clock}_a + \text{step} \leq D_a, \text{clock}_e + \text{step} \geq d_e, \text{clock}_a = 0, \text{clock}_e = 0$.

E. Main algorithm

Timing analysis provides the required constraints for the reachability of the states of the TTS. However, we are looking for the complementary conditions, i.e. those that render failures unreachable. Therefore, an algorithm is needed on top of timing analysis to extract selected constraints from those provided by abstract interpretation. This algorithm is presented in Fig. 6.

After computing the untimed state space using depth-first reachability analysis, timing analysis can be performed on the TTS. Interestingly, the polyhedra computed for failure states describe the required constraints to reach the failures. If any of these constraints is false, the failure state will be unreachable. For example, if one polyhedron has the constraints $(a \leq b + c) \land (e \geq f)$, then the constraint $(a > b + c) \lor (e < f)$ ensures that the failure is unreachable.

The algorithm proceeds by choosing one of these linear constraints at a time and adding it to the invariant. Currently, this choice is performed interactively, even though we have plans to automate this procedure. Several simple heuristics can be used, such as “choose the constraint that removes the highest number of failures”. Backtracking might be required to reconsider bad choices, as in [20]. The verification continues until all failures have become unreachable or the invariant is false. A false invariant means “cannot find a constraint that makes the system correct”. It can happen if the system has an unavoidable failure or the algorithm cannot find sufficient constraints due to approximation.

VI. EXPERIMENTAL RESULTS

We have implemented the algorithm presented in this paper in a verification tool. In this section, we show some examples that have been verified using this tool.

A. Asynchronous pipeline

We have verified an asynchronous pipeline with different number of stages and an environment running at a fixed frequency. The processing time required by each stage has different min and max symbolic delays. The safety property being verified in this case was “the environment will never have to wait before sending new data to the pipeline”. Fig. 7 shows the pipeline, with an example of a correct and incorrect behavior. The tool discovered that correct behavior can be ensured if:

$$d_{IN} > \max(D_1, \ldots, D_N, D_{OUT})$$

where $D_i$ is the delay of stage $i$, and $d_{IN}$ and $D_{OUT}$ refer to environment delays. Therefore, the pipeline is correct if the environment is slower than the slowest stage of the pipeline. CPU time for the different lengths of pipeline can be found in Fig. 7.

B. Other examples

We have also verified a set of asynchronous circuits available in the literature, defined as a network of simple gates plus a Signal Transition Graph (STG) [6] modeling the behavior of the environment. In these circuits, correctness has been defined as absence of hazards, i.e once an event becomes enabled, it does not become disabled before being fired; an conformance, i.e. all output events produced by the circuit are expected by the environment. Table I shows the size of the circuits, STGs and the computed TTSs, the number of symbolic delays, the number of constraints required for correctness, and the CPU time used for the verification.

VII. CONCLUSIONS

An algorithm for symbolic timing analysis of concurrent systems has been presented. The output of the algorithm is a conservative approximation of the values of clocks and symbolic delays in the reachable states of the system. An application has been shown by computing the constraints of gate and input delays in asynchronous circuits that guarantee correct behavior. Remarkably, the approach works for more than 15 symbolic delays within a reasonable time.

The technique is well suited for analyzing small-sized timed circuits such as asynchronous controllers. These circuits often operate at very high throughputs, and they heavily rely on stringent timing constraints to ensure a correct behavior. Future work will try to handle bigger circuits with more symbolic


<table>
<thead>
<tr>
<th>Example</th>
<th>Circuit</th>
<th>STG</th>
<th>TTS</th>
<th># of symbols</th>
<th># of constraints</th>
<th>CPU Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nowick</td>
<td>10</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>gasp-lifo</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>sbuf-read-ctl</td>
<td>13</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>rcv-setup</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>alloc-outbound</td>
<td>15</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>ebergen</td>
<td>11</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>mp-forward-pkt</td>
<td>13</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>chu133</td>
<td>12</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>converta</td>
<td>14</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

![Diagram](image)

Fig. 7. (a) Asynchronous pipeline with N=4 stages, (b) correct behavior of the pipeline and (c) incorrect behavior. Dots represent data elements. On the right, the CPU times required to verify pipelines with different number of stages.

delays. We plan to use representations based on Binary Decision Diagrams to represent sets of states and timing constraints symbolically.
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