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CONVENTIONAL “SUPERVISED” MACHINE LEARNING

PURPOSE: LEARN, FROM EXAMPLES, A MAPPING FROM A SPACE OF
VARIABLES (“FEATURE SPACE”) TO A “TARGET” SPACE.

EACH EXAMPLE k IS A COUPLE:
– A VECTOR OF VARIABLES (OR FEATURES) xk,
– THE CORRESPONDING “TARGET” VALUE yp

k (TYPICALLY A
SCALAR).



KNOWLEDGE-BASED MODELING

COMPLEX,
NONLINEAR PROCESS
(PHYSICAL, CHEMICAL,

BIOLOGICAL, FINANCIAL, …)



CONVENTIONAL MODELING BY MACHINE LEARNING

Nonlinear, parameterized
« black-box » model,

designed by training from
examples





CONVENTIONAL MACHINE LEARNING

The ozone level
will be 220µg/m3

to-morrow at 4 p.m.
(95% confidence

interval
=20 µg/m3)

Feature
vector

« Learning machine »
(linear, polynomial, neural network, 

kernel machine, support vector machine, …)

Weather forecast
data

Ozone sensor data



What if we want to learn from STRUCTURED DATA ?

Shift from vector machines
to

graph machines

UNCONVENTIONAL MACHINE LEARNING



WHAT IS “TRAINING”?

Training is an algorithmic process whereby the parameters of the model are
estimated in order to minimize the discrepancy between the experimental
target values and the corresponding predicted values.

Typically, a minimum of the least-squares cost function with respect to the
parameters of the model is sought

where gθ(.) is the model, with parameter vector θ.
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STATISTICAL MACHINE LEARNING vs. REGRESSION

• REGRESSION :
– A knowledge-based model is available, and is considered to be “the

truth”; it features unknown parameters.
Example : y = A exp(-E / kT)

– The parameters are estimated by statistical techniques (e.g. least squares
fitting); confidence intervals for the parameters are estimated.

• MACHINE LEARNING :
– No « true » model is available; a predictive model is sought, from the

available data.
– The ability  of the model to generalize must be estimated.
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WHAT IS “GENERALIZATION” ?

Generalization is the ability of the model to provide satisfactory predictions
for situations that are not present in the training set.

MODEL COMPLEXITY
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on the training set

on a data set
that is independent
of the training set

Best model
given the available data



A.I. AS A TRADEOFF…

Artificial intelligence is a tradeoff between ignorance and stupidity…

MODEL COMPLEXITY
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Ignorant
models
(unable to learn) Stupid

models
(unable to
generalize)

Best model
given the available data



HOW TO ESTIMATE
THE GENERALIZATION ABILITY OF A MODEL

• HOLD-OUT:
When data is plentiful, training is performed on a part of the available
data, and the prediction error on the rest of the data is computed.

• CROSS-VALIDATION
Split the available data into D subsets. Perform (D = 5, N examples):

Compute                                                      where gθ (xk ) is the prediction

performed by the model on example k when it is in the validation set.

Train
Validate
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HOW TO ESTIMATE
THE GENERALIZATION ABILITY OF A MODEL

LEAVE-ONE-OUT
Cross-validation with D = N: a single example is withdrawn from the
training set, training is performed on all other examples.
Leave-one-out score:

The leave-one-out score is an unbiased estimator of the generalization
error.

Very computer-intensive!
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HOW TO ESTIMATE
THE GENERALIZATION ABILITY OF A MODEL

VIRTUAL LEAVE-ONE-OUT:
Train with all examples, and approximate the prediction error on
example k if it had been withdrawn from the training set as

where hkk  is the leverage of example k.
Virtual leave-one-out score:

(exact for linear-in-their-parameters models, known as the PRESS
statistic).
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THE LEVERAGES

The leverages are the diagonal elements of the “hat matrix”

where Z  is the jacobian matrix of the model

(N x p matrix where N is the number of examples
and p is the number of parameters)
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THE LEVERAGES

• Since the leverages are the diagonal elements of an orthogonal
projection matrix, they have the following properties:

• INTERPRETATION:
hkk is the proportion of the parameters of the model that is used for
fitting the model to observation k,

HENCE A MODEL THAT HAS LARGE LEVERAGES
IS VERY LIKELY TO EXHIBIT OVERFITTING

hkk
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A MODEL SELECTION STRATEGY

• TRAIN MODELS OF INCREASING COMPLEXITY
e.g. polynomials of increasing degree, neural networks with increasing
number of hidden neurons, …

• STOP WHEN THE ESTIMATED GENERALIZATION ERROR STARTS
INCREASING.
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UNCONVENTIONAL MACHINE LEARNING:
LEARNING FROM GRAPHS

• PURPOSE: learn a mapping from a set of graphs to a “target” set of real
numbers (regression) or of binary numbers (classification).

• PHILOSOPHY:
– find a vector representation of each graph;
– map the set of representations to the target set.

• Combination of two simple principles:
– if there is some structure in the data to learn from, build the

structure into the learning machine (“semi-physical modelling”, Y.
Oussar & G. Dreyfus,  2001);

– if you can’t handcraft a representation, learn it (“convolutional neural
networks”, LeCun et al., 1989).

• Reminiscent of Labeled Recursive Auto-Associative Memories (Sperduti,
1994).

Do both
simultaneously!



DESIGN OF A GRAPH MACHINE



DESIGN OF A GRAPH MACHINE
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If fθ is a neural network:
“recursive network”
(Frasconi et al., 1998)



TWO DIDACTIC EXAMPLES:
LEARNING HOW TO COUNT THE NODES AND EDGES

OF GRAPHS

STEP 1: TRAINING SET AND TARGET VALUES

Target values:
Nodes                4                        8                                     9
Edges                3                         7                                   12



TWO DIDACTIC EXAMPLES:
LEARNING HOW TO COUNT THE NODES AND EDGES

OF GRAPHS

STEP 2: TURN THE GRAPHS INTO DIRECTED ACYCLIC GRAPHS
Assign a label to each node: its degree in the original graph
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TWO DIDACTIC EXAMPLES:
LEARNING HOW TO COUNT THE NODES AND EDGES

OF GRAPHS

STEP 3: POSTULATE A FAMILY OF NODE FUNCTIONS
e. g. affine, polynomial, neural network, …

STEP 4: TRAIN THE MACHINES
by minimizing the cost function J with respect to the parameters
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TWO DIDACTIC EXAMPLES:
LEARNING HOW TO COUNT THE NODES AND EDGES

OF GRAPHS

HOW TO COUNT THE NODES OF A GRAPH
Postulated node function : affine function

         Solution:
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TWO DIDACTIC EXAMPLES:
LEARNING HOW TO COUNT THE NODES AND EDGES

OF GRAPHS

HOW TO COUNT THE EDGES OF A GRAPH
Postulated node function : affine function

Solution:
θ0 = 0 (bias)
θ1 = θ2 = 1
θ3 = 1/2
θ4 = θ5 = 1

f
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(bias not shown)
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2.5

3.5

2.5 1.5 1.5

2.512

(x3 = degree of the node)



A NONLINEAR EXAMPLE:
LEARNING THE WIENER INDEX

WIENER INDEX OF A GRAPH: SUM OF THE DISTANCES
BETWEEN ITS NODES

Distance between two nodes = number of edges
in the shortest path between the nodes
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MODEL SELECTION FOR GRAPH MACHINES

• CONVENTIONAL MACHINE LEARNING:

hkk (the leverage of observation k) is the diagonal element of the hat
matrix
where Z is the Jacobian matrix of the model

• GRAPH MACHINES: the same results hold true, but, instead of the
Jacobian matrix, one has
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ENCODING MOLECULES AS GRAPHS



EXAMPLE: LEARNING THE MASS OF MOLECULES

• 6 training sets, 330 molecules each, involving C, H, F, Br, Cl atoms
• The proportion of molecules containing Br atoms varies from 5% to 50%



6 training sets, 170 molecules each.
Histogram of the leverages

when the proportion of non-aromatic molecules in the training set is 5%

EXAMPLE: DISCRIMINATING AROMATIC
FROM NON-AROMATIC MOLECULES (1)



6 training sets, 170 molecules each.
Histogram of the leverages

when the proportion of non-aromatic molecules in the training set is 10%

EXAMPLE: DISCRIMINATING AROMATIC
FROM NON-AROMATIC MOLECULES (2)



6 training sets, 170 molecules each.
Histogram of the leverages

when the proportion of non-aromatic molecules in the training set is 50%

EXAMPLE: DISCRIMINATING AROMATIC
FROM NON-AROMATIC MOLECULES (3)
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THE RATIONALE FOR QSAR/QSPR
Quantitative Structure-Activity/Property Relationships

THE UNIVERSE: 1022 stars

KNOWN DRUGS: 2,000 molecules
KNOWN CHEMICALS: 22 106

ESTIMATED NUMBER OF MOLECULES: 1060

(source: Pierre Baldi)



THE CONVENTIONAL APPROACH TO QSAR/QSPR

• FIND AN APPROPRIATE SET OF VARIABLES (« DESCRIPTORS ») THAT
HAVE AN INFLUENCE ON THE QUANTITY TO BE PREDICTED.

• MEASURE OR COMPUTE THE DESCRIPTORS.

• CHECK THEIR ACTUAL RELEVANCE (« VARIABLE SELECTION »)

• INPUT THEM TO THE POSTULATED MODEL (LINEAR, POLYNOMIAL,
NEURAL NETWORK, KERNEL MACHINE, SVM, …)

VERY COSTLY!

GRAPH MACHINES EXEMPT THE MODEL DESIGNER
FROM PERFORMING THE FIRST THREE STEPS!



GRAPH MACHINE PREDICTION
OF ANTI-HIV PROPERTIES
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GRAPH MACHINES vs. CONVENTIONAL QSAR/QSPR
PREDICTION OF THE TOXICITY OF PHENOLS

RMS ERROR
(TEST SET) 0.350.290.460.27

SVMRBFNNMLRGM



GRAPH MACHINES vs. CONVENTIONAL QSAR/QSPR
CLASSIFICATION OF COMPOUNDS:

CARCINOGENIC/NON-CARCINOGENIC

306 MOLECULES, POTENTIALLY CARCINOGENIC TO FEMALE RATS

67GRAPH KERNELS
71GRAPH MACHINES

ACCURACY (%)METHOD



SUMMARY: CONVENTIONAL vs. UNCONVENTIONAL
MACHINE LEARNING

CONVENTIONAL UNCONVENTIONAL
Input Vector of features Graph structure

Design 1 machine for N examples N machines for N examples 

Training 1 output per example Each machine is trained with a
single example (shared weights)

Result Vector-output mapping Structure-output mapping 



CONCLUSION

• EFFICIENT METHOD FOR LEARNING FROM STRUCTURED DATA
WITHOUT HAVING TO COMPUTE SPECIFIC FEATURES FOR EACH
SPECIFIC PROBLEM.

• GOOD NEWS: VIRTUAL LEAVE-ONE-OUT CAN BE EXTENDED TO
GRAPH MACHINES.

• MANY OPEN PROBLEMS: EXPERIMENTAL PLANNING, ...

• BAD NEWS: 1 nsec computation time /molecule, 1040 molecules ⇒ 1026

years…
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RECENT TEXTBOOK

A coherent and comprehensive, yet not
redundant, practically-oriented
introduction, written by experts and
seemlessly edited.

495 pages.
SPRINGER, 2005

http://www.springer.com/east/home/gen
eric/search/results?SGWID=5-40109-22-
34174366-0


