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1 Introduction
Detection and correction of outliers in statistical data is an important aspect of editing and imputation. This Chapter is a summary report on the performance of those editing and imputation methods investigated under the EUREDIT project that focus on outlier detection and correction. These methods have been developed by the Swiss Federal Statistical Office (SFSO) and the University of Southampton (UoS). The methods developed by SFSO have focused on the multivariate outlier detection techniques:

· Tranformed Rank Correlations (TRC)

· BACON-EM (BEM)

· Epidemic Algorithm (EA)

while the methods developed at UoS have included both univariate and multivariate methods for outlier detection based on:

· Robust Forward Search

· Robust Regression Tree Modelling via WAID.

None of the above methods depend on pre-specified edits. In all cases, the edit failures (i.e. the detected outliers) are generated by detecting inconsistencies between these values and the majority of values in the data set of interest. However, in some cases additional edit failures detected through pre-specified edits have been included for the subsequent imputation step. The impact of this additional step is discussed later in this Chapter.

Once outliers are detected, imputed values are substituted for these values. The SFSO methods all use a robust nearest neighbour algorithm called POEM. This algorithm is capable of integrating pre-specified edit rules. In contrast, the UoS methods use a variety of imputation techniques, all essentially regression model-based, that are independent of edit rules.

These methods have all been implemented on very similar software platforms, S-Plus 4.0 (SFSO) and R (UoS), where R is the open source counterpart of S-Plus. S-Plus is known to be inefficient in its memory allocation and slow for looping, so the operation times shown below should be treated as indicative.

None of the methods investigated by SFSO use “external” information (e.g. from the past or from a training set). In contrast some of the methods developed at UoS explicitly use such information. In principle, the SFSO methods could be applied to similar datasets from the past or on training data sets, which could help in the choice of the tuning constants used.

The evaluation presented below focuses on the ABI and EPE data sets and on the most important variables in these data sets. The panel data on financial variables did not fit in the multivariate setup required to test the methods, while the other data sets used for evaluating editing and imputation in EUREDIT had too few quantitative variables. The focus on a limited set of key variables within the ABI and the EPE is because outlier detection in more than about 10 dimensions appears to be rather impractical for most applications, with most outliers usually detectable in lower dimensional marginal distributions. This implies that in practice one would segment the set of variables defined on a particular date set before carrying out outlier detection. Also, only results relating to the Y3 versions of the ABI and EPE data sets are presented, since these best reflect reality, i.e. where the “target” data contain a mix of “correct” outliers, errors (which may or may not correspond to outliers) and missing data.

A key issue in outlier detection is that of identifying the appropriate reference population, i.e. the group of data values relative to which the detected outlier values are inconsistent. This is usually done by modelling the reference population. Outliers are then identified as values that cannot be approximated by this model. This model may differ for different subsets of the data. In other words an outlier is always an outlier relative to a set of observations that follow a particular model. For the EUREDIT evaluations reported here the reference population is always the whole evaluation data set.

With the exception of the BACON algorithm, the SFSO methods were mainly developed from scratch. At the time of writing, the fine-tuning of these methods remains incomplete, with a bug detected in the POEM software. However analysis carried out by SFSO indicates fixing this bug would not affect editing performance, but would be expected to improve imputation performance. This bug is fixed in all ABI experiments but not in the EPE experiments. Also, it should be noted that the particular experiments presented here are not necessarily the best in terms of particular criteria but do represent a reasonable choice that may be applied for other data sets.

2 Evaluation of Methods

2.1 Method 1: Transformed Rank Correlations + Weighted imputation via POEM

2.1.1
Method Description
This method has been developed by Cédric Béguin and Beat Hulliger (SFSO). The method is described in detail in EUREDIT deliverable D4-5.2.1-2.C.

Transformed Rank Correlations

The idea of Transformed Rank Correlations (TRC) stems from Gnanadesikan and Kettenring (1972). In this paper these authors suggest a pseudo covariance matrix 
[image: image1.wmf] can be estimated using robust bivariate covariances. There are several proposals for computing robust bivariate covariances. The method chosen here is the (standardized) Spearman rank correlation multiplied by the (standardized) median absolute deviation of the variables involved. (Standardization of the Spearman rank correlation means that the Spearman rank correlation R is transformed to 
[image: image2.wmf] since this is under normality a consistent estimator of the Pearson correlation). The reason for this choice is that no tuning constant is needed for the rank correlation.

The problem with the pseudo correlation matrix is that it is not guaranteed to be positive definite. The solution to this problem proposed here is to transform the data into the space of the principal axis derived from the pseudo covariance matrix. The transformation matrix 
[image: image3.wmf] is defined by the equation 
[image: image4.wmf] with 
[image: image5.wmf] orthogonal and 
[image: image6.wmf] diagonal. Then the data matrix 
[image: image7.wmf] is transformed to 
[image: image8.wmf] and the coordinate-wise medians m' and (standardized) median absolute deviations s' of 
[image: image9.wmf] are transformed back to 
[image: image10.wmf] and 
[image: image11.wmf]. In the end the Mahalanobis-distance 
[image: image12.wmf] of each point from this median is used to detect outliers.

In practice the median absolute deviation is zero if more than half of the observations have the same value for a variable. Then instead of the median absolute deviation a quantile absolute deviation has to be taken, the quantile being the same for all variables.

To cope with sampling weights the Spearman rank correlation has to be expressed as a functional of the population distribution function and an estimate based on the sampling distribution function can then be derived.

Missing values are taken into account by ad-hoc imputation. Each missing value is imputed by using a simple linear robust regression imputation based on the best regressor, best defined by the absolute value of the rank correlation. The rreg procedure of S-Plus is usually used but a simpler alternative is to use the already calculated (standardized) Spearman rank correlations multiplied by the ratio of robust scales to estimate the slope. To avoid spurious imputation a minimum number of observations with jointly observed values for the imputand and the regressor can be imposed. Note that the Spearman rank correlations are calculated on all pairs with non-missing values. The ad-hoc imputation is only needed in the transformation to the principal axis.

For the calculation of the final Mahalanobis distance with missing values two versions may be used. Suppose 
[image: image13.wmf] is the observed part of an observation and 
[image: image14.wmf] the missing part. Thus, after a possible rearrangement of the variables, the difference from the mean vector m is 
[image: image15.wmf]. The Mahalanobis distance decomposes into


[image: image16.wmf]
One version is then to impute 
[image: image17.wmf] by 0. Then the Mahalanobis distance reduces to 
[image: image18.wmf]. This distance is in fact measured in the metric of the residuals of the observed part of the vector given the unobserved part. Another interpretation is that 
[image: image19.wmf] consists of the partial covariances of the observed part given the unobserved part. We call this version the conditional Mahalanobis distance. The matrix 
[image: image20.wmf] is the submatrix of 
[image: image21.wmf] where the rows and columns of the missing variables have been removed.

The second version of the Mahalanobis distance can be derived if we interchange the role of 
[image: image22.wmf] and 
[image: image23.wmf]. In other words, if we assume that 
[image: image24.wmf] is missing we can only calculate the second summand of the Mahalanobis distance above, i.e. 
[image: image25.wmf]. The matrix 
[image: image26.wmf] is obtained by removing the rows and columns of the missing variables from the covariance matrix S and then inverting. We call this version the marginal Mahalananobis distance.

Which version of the Mahalanobis distance is better is not clear. While the first version may create spurious outliers the second version may mask true outliers (in a situation where the missing variables are correlated with the non-missing variables). If the missing and non-missing variables are uncorrelated the two versions yield similar Mahalanobis distances. We usually work with the conditional Mahalanobis distance. Where we use the marginal Mahalanobis distance we mention it explicitly. Both versions are corrected for the number q of non-missing variables by a factor p/q, where p is the total number of variables.

To judge the Mahalanobis distances their ratio to the median of the Mahalanobis distances is compared to an F-distribution by a qq-plot. Deviations from a straight line then indicate outliers.

POEM

POEM, an algorithm that does weighted imPutation for Outliers, Edit failures and Missing values is a robust nearest neighbour imputation algorithm. As input it takes the outcome of an outlier detection method like TRC in the form of an indicator 
[image: image27.wmf] which is 1 if the observation is not an outlier and less than 1 (usually 0) if it is an outlier. We also have the sampling weight 
[image: image28.wmf]. Further inputs are the data matrix X, the missing value indicator matrix R (an entry 
[image: image29.wmf] is 1 if the value is observed and 0 if not) and an edit pass indicator matrix E (an entry 
[image: image30.wmf] is 1 if the corresponding value is not involved in any edit failure and 0 otherwise). The weight that edit failures should have in the algorithm can be defined by a paramater 
[image: image31.wmf] which is 0 if edit failures have no weight, 1 if failing an edit has no influence for imputation or between 0 and 1 when edit failures should be downweighted. POEM first recalculates a weighted mean and standard deviation with weights 
[image: image32.wmf]. Then the observations are standardised accordingly and a weighted covariance matrix D of the standardised data is calculated. The outlier weight 
[image: image33.wmf] may then be redefined by setting it to 0 when the Mahalanobis distance of a standardised observation is larger than a constant c. The purpose of this redefinition is to accommodate so called representative outliers (Chambers, 1986).

Turning to the actual imputation we first have to determine the donors for an observation with missing values. Natural conditions are that the distance between this recipient and a potential donor should be based on a sufficiently large number of correct values and that the donor is not an outlier. This condition can be tuned with a parameter 
[image: image34.wmf], i.e. a donor observation h for a recipient i must fulfill 
[image: image35.wmf] If 
[image: image36.wmf]then only complete non-failing non-outlying observations are allowed as donors. A second condition is that the donor is actually capable of imputing non-failing items where needed. In the end the potential donor closest to the recipient is chosen for imputation.

In the first place POEM imputes for missing items and for outlying observations. Thanks to the integration of the matrix of edit passes 
[image: image37.wmf] also failing items can be imputed. The experiments below where edit rules were included in the imputation phase actually just use the subset of the complete matrix 
[image: image38.wmf] corresponding to the variables chosen for the experiments. This is certainly not optimal since the rules that are applicable to the subset of the variables would yield many fewer failing items. Also it must be noted that no error localisation has been carried out before the imputation. The Fellegi-Holt principle of minimal change is respected by using the distance measure. Note that contrary to most other nearest neighbour imputations the distance measure of POEM is based on the same variables as the ones that have to be imputed and not on covariates only.

Note that both TRC and POEM assume that the bulk of the data have an approximately elliptic distribution.

2.1.2
Evaluation
Dataset: ABI (Y3)

Technical Summary

Method: TRC (marginal Mahalanobis distance) + POEM

Training data set: None

Hardware used: PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA32401

Name for reference: TRC + POEM on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The qq-plot of the marginal Mahalanobis distances shows a rather clear cut-point and 310 outliers are identified.

Edit time

1124 seconds

Edit rules

No edit rules were used in applying this method.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as edited

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of soft and hard edit failures. No

Weight of failing observations: 
[image: image39.wmf]
Donor condition: 
[image: image40.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time
58 seconds

Results


[image: image41.wmf]
Dataset: ABI (Y3)

Technical Summary

Method: TRC (marginal Mahalanobis distance) + POEM with edit rules

Training data set: None

Hardware used: PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA32402

Name for reference: TRC + POEM with edit rules on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The qq-plot of the marginal Mahalanobis distances shows a rather clear cut-point and 310 outliers are identified.

Edit time

1124 seconds

Edit rules

No edit rules were used in applying this method.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as edited

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of soft and hard edit failures. Yes

Weight of failing observations: 
[image: image42.wmf]
Donor condition: 
[image: image43.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time
272 seconds

Results


[image: image44.wmf]
Dataset: EPE (Y3)

Technical Summary

Method: TRC (marginal Mahalanobis distance) + POEM with edit rules

Training data set: None

Hardware used: PC Pentium III at 1.7 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SE32400

Name for reference: TRC + POEM with edit rules on EPE

Edit Criteria

Variables edited: All 12 variables with prefix totexp and totinv. All valid non-missing and non-zero values were converted to log scale before editing. Because of the large number of zero observations the quantile coefficient has to be set to 0.99 to make TRC work on the whole dataset. TRC then evaluates the centre of the data at the origin and finds 547 observations at that point. This group of observations contain all the zeros and the observations with zero or missing components. These observations are therefore considered as good observations, are removed from the data and TRC is rerun on the remaining subset of 692 observations. This first run takes 170 seconds. The second run with quantile coefficient 0.9 detects three variables with mad = 0 (totinvnp, totinvot and totexpnp). Two solutions are possible here: either to run TRC without these three variables or to increase the quantile coefficient. As we do not wish to work with a quantile coefficient greater than 0.9 once the zero observations are removed, the first solution is retained. The second run is made without these variables and the qq-plot shows a non-multivariate normal situation. The choice of a cut-point is not obvious and 98 outliers are selected. This second run took 34 seconds. In total the editing detects 98 outliers.

Edit Time

204 seconds

Edit rules

No edit rules were used in applying this method.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of hard and soft edit failures: Yes

Weight of failing observations: 
[image: image45.wmf]
Donor condition: 
[image: image46.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

15 seconds

Results

In the following table we present evaluation results for this method only for the two key EPE total variables totinvto and totexpto and for the two component variables totinvwp and totexpwp.


[image: image47.wmf]
2.1.3
Strengths and weaknesses of this method

Resource usage for preparation and running

The method is simple to set up and use. The basic algorithm is fast. However in the presence of missing values it becomes slower because for each combination of variables the maximum amount of information is used. Nevertheless the method is not iterative and always has a finite number of steps.

Effectiveness for the different datasets

TRC detects outliers very well in the ABI data set. This is to be expected since the outlier mechanism for ABI is very simple and the bulk of the data is approximately elliptical. The many zero variables of the EPE data set create a problem for TRC first for the standardization and then for the resulting covariance matrix to be non-singular for the variables with excessive numbers of zeros. Choices by the statistician are necessary to overcome this situation.

2.2 Method 2: Bacon-EM + Weighted Imputation via POEM

2.2.1
Method Description
The method builds on the now classical BACON algorithm developed by Hadi and co-authors (Billor et al. 2000). Cédric Béguin and Beat Hulliger added the capability to cope with sampling weights and with missing values, using the EM-algorithm for the second problem. The POEM algorithm is described above. Full detail of both algorithms can be found in EUREDIT deliverable D4-5.2.1-2.C.

Bacon-EM (BEM)

The BACON algorithm starts with a subsample that is assumed to contain at most a few outliers (the good subset). This initial subset is of size 
[image: image48.wmf], where 
[image: image49.wmf] is the dimension of the data and c is a constant chosen by the statistician (here usually 
[image: image50.wmf]). The initial subset may either consist of the observations with smallest Mahalanobis distance to the mean (V1) or of the observations with least Euclidean distance to the coordinate-wise median (V2). V1 is obviously not a robust starting point since the non-robust mean and covariance matrix are involved.

The algorithm then calculates Mahalanobis distances of all observations based on the mean and covariance of the good observations. A test criterion based on the 
[image: image51.wmf] distribution is used to decide which is the next set of good observations. The 
[image: image52.wmf]-quantile for the test is either 
[image: image53.wmf] or 
[image: image54.wmf]given a value for 
[image: image55.wmf] chosen by the statistician. Note that the BACON algorithm is robust against a few moderate outliers in the intial subset.

To adapt the algorithm for sampling the means or medians and covariances are weighted by the sampling weights and the test criterion is slightly adapted.

The adaptation to missing values is based on the EM-algorithm under the assumption of a multivariate normal distribution. An adaptation of the EM-algorithm for sampling weights has been developed. The iterations of the EM-algorithm and of the BACON-algorithm are connected intimately to save computing time. For more details see the EUREDIT deliverable D4-5.2.1-2.C.

2.2.2
Evaluation
Dataset: ABI (Y3)

Technical Summary

Method: BEM (conditional Mahalanobis distance) + POEM

Training data set: None

Hardware used: PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA31501

Name for reference: BEM + POEM on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The parameter for the cut-point is set to 
[image: image56.wmf]. A starting subset of size 300 is chosen explicitly. The qq-plot of the marginal Mahalanobis distances shows a rather clear cut-point and 275 outliers are identified.

Edit time

91 seconds.

Edit rules

No edit rules were used in detection.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of hard and soft edit failures: No

Weight of failing observations: 
[image: image57.wmf]
Donor condition: 
[image: image58.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

58 seconds.

Results


[image: image59.wmf]
Dataset: ABI (Y3)

Technical Summary

Method: BEM (conditional Mahalanobis distance) + POEM with edit rules

Training data set: None

Hardware used: PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA31502

Name for reference: BEM + POEM with edit rules on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The parameter for the cut-point is set to 
[image: image60.wmf]. A starting subset of size 300 is chosen explicitly. The qq-plot of the marginal Mahalanobis distances shows a rather clear cut-point and 275 outliers are identified.

Edit time

91 seconds.

Edit rules

No edit rules were used in detection.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of hard and soft edit failures: Yes

Weight of failing observations: 
[image: image61.wmf]
Donor condition: 
[image: image62.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

271 seconds.

Results


[image: image63.wmf]
Dataset: EPE (Y3)

Technical Summary

Method: BEM (conditional Mahalanobis distance) + POEM

Training data set: None

Hardware used: PC Pentium III at 1.7 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Edit Criteria

Variables edited: All variables with prefix totexp and totinv. All valid non-missing and non-zero values were converted to log scale before editing. BEM fails because no non-singular starting covariance matrix can be found. This is due to the large number of zero values in the EPE data set.

2.2.3
Strengths and weaknesses of this method
BEM is relatively easy to set up and runs very fast. It needs an approximately elliptically shaped data set to start with. With many zero values like in the EPE data this may not be the case and BEM is not applicable.

2.3 Method 3: Epidemic Algorithm + Weighted Imputation via POEM

2.3.1
Method Description
The Epidemic Algorithm is a new outlier detection method developed by Cédric Béguin and Beat Hulliger (SFSO) (Hulliger and Béguin 2001). The POEM algorithm is described above. Both algorithms are described in full detail in EUREDIT deliverable D4-5.2.1-2.C.

Epidemic Algorithm

The Epidemic Algorithm (EA) simulates an epidemic that starts in the centre of a data cloud and spreads through it stepwise. At the beginning of the algorithm the inter-point distances of the (standardised) observations are calculated. This is computationally intensive and creates a large distance matrix. Usually Euclidean distances are used. The centre of the point cloud is the point that has the least sum of distances to all other points. It is called the sample spatial median. The probability that an infected point i transmits the desease to an noninfected point j in the next step decreases with the distance between both points, i.e. 
[image: image64.wmf], where 
[image: image65.wmf] is the inter-point distance and h is decreasing from 1 to 0. The exact form of this transmission function determines the behaviour of the algorithm. For the EUREDIT experiments the inverse power function


[image: image66.wmf],

such that at 
[image: image67.wmf]the function is equal to a pre-chosen constant 
[image: image68.wmf], has been used. The constant 
[image: image69.wmf] is called the reach of the transmission. It may be determined as the maximum (over the observations) of the distances to the nearest different neighbour. An alternative is to set the reach to a quantile of the distances to the nearest different neighbour. A good alternative transmission function is the root function 
[image: image70.wmf], where l is set to the dimension p or to the time for which the epidemic remains infectious (see below).

If a subset I of the points is infected the total infection probability of an uninfected point in the next step is 
[image: image71.wmf].

The algorithm starts at the sample spatial median. At each step the total infection probabilities of the uninfected points are evaluated and then a decision is taken whether a particular uninfected point is infected. The decision may be the result of a Bernoulli trial with success probability equal to the total infection probability of the point. An alternative is that the expected number of newly infected points is calculated and then the points with largest total infection probabilities are infected. This latter approach yields a deterministic version of the algorithm and is often the best choice. The algorithm stops if during l steps of the epidemic no new infection happens or if there is no uninfected point remaining. The constant l can be seen as the time for which the epidemic remains infectious. However, in the present implementation an infected point may infect other points during the whole duration of the epidemic.

In the end the infection times of the points are used as a measure of outlyingness. Simple univariate decision rules may be applied to decide on which points are outliers. Sometimes a set of points is not infected at all. These are certainly outliers. However sometimes the epidemic is too fast and the infection times do not spread enough. Diminishing the reach of the transmission 
[image: image72.wmf] usually helps.

In order to adapt EA to missing values the distances are calculated without the missing points. Note that the distances have to be re-standardised to remain comparable. It may be useful to impose a lower limit on the number of variables present per observation to avoid inter-point distances that are based on too few dimensions. The default is to require that at least half of the variables are present.

In order to adapt the EA to sampling we have to consider an epidemic that actually runs in the population and we observe it only through a sample. We then have to estimate the total infection probabilities from the sample. This estimation may be conditioned (or not) on the presence of the point to be infected in the sample.

The EA is computer intensive, with its computing time increasing with the square of the number of observations. However it is only linear in the number of dimensions. The main advantage of the EA is its flexibility.

The parameters of the EA algorithm are: Type of transmission function (step, linear, root, inverse power); Reach of the transmission (default or user choice): 
[image: image73.wmf]; and infectious time of the disease: l.

2.3.2
Evaluation
Dataset: ABI (Y3)

Technical Summary

Method: EA (deterministic version) + POEM

Training data set: None

Hardware used: Unix Machine / PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA31101

Name for reference: EA + POEM on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The inverse power function with 
[image: image74.wmf] is used and the reach 
[image: image75.wmf] is set to the (1-p/n) quantile of the nearest different neighbour. The infectious time l is set to 5. The cutpoint is chosen manually when the epidemic starts to infect only one point at each step. This results in 248 outliers.

Edit time

218 seconds.

Edit rules

No edit rules were used in detection.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of hard and soft edit failures: No

Weight of failing observations: 
[image: image76.wmf]
Donor condition: 
[image: image77.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

40 seconds

Results


[image: image78.wmf]
Dataset: ABI (Y3)

Technical Summary

Method: EA (deterministic version) + POEM with edit rules

Training data set: None

Hardware used: Unix Machine / PC Pentium III at 1.3 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SA31102

Name for reference: EA + POEM with edit rules on ABI

Edit Criteria

Variables edited: ABI total variables turnover, emptotc, purtot, taxtot, employ. All valid non-missing and non-zero values were converted to log scale before editing. Outlier detection was carried out using the residuals from a robust regression of the target variables on the variable turnreg. This was carried out using the S-Plus procedure rreg. The inverse power function with 
[image: image79.wmf] is used and the reach 
[image: image80.wmf] is set to the (1-p/n) quantile of the nearest different neighbour. The infectious time l is set to 5. The cutpoint is chosen manually when the epidemic starts to infect only one point at each step. This results in 248 outliers.

Edit time

218 seconds.

Edit rules

No edit rules were used in detection.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of hard and soft edit failures: Yes

Weight of failing observations: 
[image: image81.wmf]
Donor condition: 
[image: image82.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

198 seconds

Results
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Dataset 2: EPE (Y3)

Technical Summary

Method: EA (deterministic version) + POEM with edit rules

Training data set: None

Hardware used: PC Pentium III at 1.7 GH, 256 MB RAM

Software used: S-Plus

Test scope: Editing & Imputation

Experiment Identification Number: SE30200

Name for reference: EA + POEM with edit rules on EPE

Edit Criteria

Variables edited: All variables with prefix totexp and totinv. All valid non-missing and non-zero values were converted to log scale before editing. Because even the 90% quantile is zero no standardisation is carried out. There were 108 non-infected points that were declared outliers.

Edit time

15 seconds.

Edit rules

No edit rules were used in the detection phase.

Edit Training

No training set was used.

Imputation

Variables imputed: All edited variables (see above)

Method name: POEM

Imputation Training: None

Imputation of outliers: Yes

Imputation of failing observations: Yes

Weight of failing observations: 
[image: image84.wmf]
Donor condition: 
[image: image85.wmf] (only complete non-outlying non-failing donors allowed).

Imputation time

14 seconds

Results

In the following table we present evaluation results for this method only for the two key EPE total variables totinvto and totexpto and for the two component variables totinvwp and totexpwp.
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2.3.3
Strengths and weaknesses of this method
The Epidemic Algorithm can be applied to virtually any data set. The presence of many zero values may make it impossible to apply a decent standardization, but the algorithm is still applicable. The running time is comparable with the TRC and BEM outlier detection algorithms, though the complexity is of order 
[image: image87.wmf]. The reason may be that the missing value treatment is much simpler in EA. The determination of the cut-point for outliers is sometimes difficult. A disadvantage is that several tuning parameters have to be set (though default values are proposed).

2.4 Method 4: Optimised Univariate WAID

2.4.1
Method Description
WAID is regression tree modelling software that operates under R, a public domain statistical software package that is compatible with S-Plus (Ihaka and Gentleman, 1996). It is an extension of the Windows-based WAID software for missing data imputation that was developed under the Autimp project (Chambers et al, 2001).

The basic idea behind WAID is to sequentially divide the original data set into subgroups or nodes that are increasingly more homogeneous with respect to the values of a response variable. The splits themselves are defined in terms of the values of a set of categorical covariates. By definition, WAID is a nonparametric statistical procedure. It also has the capacity to implement outlier robust splitting based on M-estimation methodology (Huber, 1981). In this case outliers are down-weighted when calculating the measure of within node heterogeneity (weighted residual sum of squares) used to decide whether a node should be split or not. The weights used for this purpose are themselves based on outlier robust influence functions.

Univariate WAID

The univariate version of WAID assumes a rectangular data set containing n observations, values {yi} of a scalar response variable Y and values {x1i, ..., xpi} of p covariates X1, ..., Xp. The values of Y are allowed to contain outliers. In contrast, the covariates X1, ..., Xp are all assumed to be categorical. No missing X-values are allowed in the current version of WAID. Splitting in WAID is sequential binary splitting. At each step in this process, all nodes created up to that point are examined in order to identify the one with minimal homogeneity. An optimal binary split of this "parent" node is then carried out. This is based on identifying a set of values of one of the covariates X1, ..., Xp such that a split of the parent node into one “child” node containing only cases possessing these values and another child node containing the remaining cases maximises (minimises) the homogeneity (heterogeneity) of these child nodes. The measure of heterogeneity used is the weighted sum of squares of residuals (WSSR) defined with respect to a robust measure of the location of the Y-values in the parent node. The splitting process continues until a suitable stopping criterion is met. At present this is when either (i) all candidate parent nodes are effectively homogeneous; (b) all candidate parent nodes are too small to split further; or (c) a user-specified maximum number of nodes is reached. The set of nodes defining the final tree are typically referred to as the terminal nodes of the tree.

We denote the values of the response variable Y in node k by 
[image: image88.wmf], where nk is the number of observations in node k. The weighted sum of squared residuals within this node (WSSRk) is then


[image: image89.wmf]
where wi is the weight attached to ith case in node k and 
[image: image90.wmf] is the weighted mean of Y in node k,


[image: image91.wmf].

The weight wi is calculated as the ratio 
[image: image92.wmf] where ((x) denotes an appropriately chosen influence function. The WAID software computes these weights by first calling the robust regression function rlm in the MASS robust statistics library (Venables and Ripley, 1994), available for both R and S-Plus. This function returns weight values that are then rescaled within WAID to sum to the number nk of cases within node k.

A standard (nonrobust) regression tree in WAID uses the Ordinary Least Squares (OLS) influence function, ((x) = x, in which case wi = 1. Besides OLS, WAID currently has three robust weighting schemes, corresponding to the weighting options available for rlm(). The default is the biweight influence function, 
[image: image93.wmf], where c is a tuning constant. The value c = 4.685 gives 95% efficiency at the normal (Venables and Ripley, 1994, p. 251).

Without loss of generality, we consider optimal splitting of the kth parent node. Suppose there are nk observations in this node and p covariates X1, ..., Xp. The best split for each covariate Xj, j = 1, ..., p is defined by the subset of values of Xj that generates child nodes with a WSSR value smaller than that generated by any other split of the parent node based on Xj. The optimal split overall is then defined as the best (in terms of minimising the WSSR value generated by the resulting child nodes) among these covariate-specific optimal splits.

For convenience, we let Vj denote the set containing the mj unique values of Xj for the cases in the parent node. The search procedure for the best split based on Xj is then:

Step 1: Sort the mj values in Vj. WAID allows a covariate to be declared as monotone or non-monotone. If Xj is monotone then the values in Vj are sorted in ascending order. If Xj is non-monotone, then the values in Vj are sorted as 
[image: image94.wmf] where 
[image: image95.wmf] and


[image: image96.wmf].

Let Lqj denote the values in Vj that are to the "left" of vq with Rqj denoting the corresponding set of values in Vj that are to the "right" of vq. We can then split the parent node into two child nodes at this value vq. This split corresponds to a left child node (NodeLqkj) and right child node (NodeRqkj) defined by
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[image: image98.wmf].

Step II: Calculate a WSSR value for each of the mj - 1 possible splits of Vj. For each vq ( Vj the WSSR values for the child nodes corresponding to a split at this value are
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where 
[image: image101.wmf] and 
[image: image102.wmf] is defined similarly. The within-group WSSR associated with a split at vq ( Vj is then 
[image: image103.wmf].

Step III: Find the best splitting value vq ( Vj. This is the value vq that generates the minimum value of WSSRqkj among all values vq in Vj. The overall best split among the candidate best splits defined by each covariate is the split that generates the minimum value of WSSRqkj over both q and j.

Outlier Identification using WAID

Each time WAID splits the data set to create two new nodes it creates a new set of robust weights for the units making up those nodes. These weights are scaled so that they sum to the number of observations in the node, with outliers receiving weights close to zero and inliers (i.e. non-outliers) receiving weights around one. These weights reflect distance from a robust estimate of location for the values in the node. Consequently a value that is not immediately identifiable as an outlier within larger nodes created earlier in the tree building process is more likely to become identified as such as it is classified into smaller and smaller nodes. In effect, the weights associated with such units tend to move towards zero. The WAID outlier identification algorithm defines an outlier as an observation with an average weight over all node splits that is less than a specified threshold.

An optimal threshold value w* is one that successfully identifies outliers without also  incorrectly identifying non-outliers. That is, it maximises the proportion of "true" outliers identified and minimises the proportion of "false" outliers identified. Identification of this optimal value requires information about true outliers to be available. In practice this information will not be available. However, information is often available about past errors in the data, most of which are associated with outlying values. Alternatively a small “training sample” can be selected and exhaustively checked for errors. In either case, we choose w* to optimise identification of these errors.

Put Nerrors equal to the total number of true errors, and, for a given threshold w, put Noutliers(w) equal to the total number of outliers identified by WAID on the basis of the specified threshold w, nerrors(w) equal to the corresponding number of errors identified as outliers, and nnon-errors(w) equal to the total number of non-errors identified as outliers. The proportion of error-generated outliers identified by WAID is then
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while the proportion of non-errors identified as outliers using the threshold w is


[image: image105.wmf].

The optimal threshold value is 
[image: image106.wmf].

This definition is a simple implementation of the idea that at the optimal threshold value WAID identifies most of the error-generated outliers as well as minimises the number of non-errors identified as outliers.

Outlier and Missing Data Imputation using WAID

Once a set of outliers has been identified, the robust tree structure generated by the WAID algorithm can be used to impute replacement values for these units. Two imputation methods are particularly easily implemented with WAID trees. These are mean imputation and random donor imputation within terminal nodes. In practice there is typically little to choose between these methods, so we use mean imputation. Note that this mean is itself calculated as a robust weighted mean, defined by those values within the node with weights above a specified cut-off.

Imputation for missing (rather than outlier) values proceeds in exactly the same way. That is, the record with a missing value is "dropped" down the WAID tree until it reaches a terminal node. It is then imputed using either the weighted mean for the node or via a donor value obtained from a non-outlier in the node.

2.4.2
Evaluation
Dataset 1: ABI (Y3)

Technical Summary

Method: Optimal UWAID + Node Mean Imputation (UWAID1)

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: R-1.4.0 for Windows 2000 and WAID R code.

Computing time: Less than one minute to edit and impute a variable.

Data Preparation: The register variables turnreg and empreg were used as covariates for the regression tree model. Since WAID requires categorical predictors, turnreg was first converted to an evenly distributed 50 category monotone categorical variable. Separate tree models were constructed for each variable edited. In each case the response variable for the tree was the log transform of the variable. All missing, invalid (-9) and zero values were ignored (i.e. these values were treated as “without error”).

WAID Tuning: For ABI total variables the number of terminal nodes was set to 50. For other ABI variables, the number of the terminal nodes was set to 20. There were no nodes with less than 5 observations or with WSSR values less than delta = 0.00001. Robust weights were calculated using Tukey’s bisquare influence function (biweight regression).

Edit Criteria

Variables edited: All ABI variables. Component variables were edited using a tree that also included their (already edited and imputed) sum as a covariate. Zero, missing and –9 values were ignored. A case with an average weight across the tree less than the optimal weight threshold was declared to be an error (i.e. outlier). The optimal threshold weight varies for each variable and was determined using the 1997 training data. See description above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e. outliers) plus cases with missing response values were imputed. The terminal nodes corresponding to these cases were first identified using their known turnreg and empreg values. The weighted node mean of the non-errors in the node (i.e. those cases with weights less than the optimal cut-off) was used as the imputed value.

Results

All variables were edited and imputed. However, for comparability with other methods, evaluation results for turnover, emptotc, purtot taxtot and employ only are shown in the table below.
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Dataset 2: EPE (Y3)

Technical Summary

Method: Optimal UWAID + Node Mean Imputation (UWAID1)

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: R-1.4.0 for Windows 2000 and WAID R code.

Computing time: Less than one minute to edit and impute a variable.

Data Preparation: The register variables sizecl, nuts and actcl were used as covariates for the regression tree model. Here sizecl is a monotone categorical variable, while nuts and actcl are nominal categorical variables. Separate tree models were constructed for each variable edited. In each case the response variable for the tree was the log transform of the variable. All missing and zero values were ignored (i.e. these values were treated as “without error”).

WAID Tuning: The number of terminal nodes for aggregate variables was set to 20. For component variables, the number of the terminal node was set to 10. There were no nodes with less than 5 observations or with WSSR values less than delta = 0.00001. Robust weights were calculated using Tukey’s bisquare influence function (biweight regression).

Edit Criteria

Variables edited: All EPE variables. Component variables were edited using a tree that also included their (already edited and imputed) sum as a covariate. Zero and missing values were ignored. A case with an average weight across the tree less than the optimal weight threshold was declared to be an error (i.e. outlier). The optimal threshold weight varies for each variable and was determined using a training sample of 200 cases. See description above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. Node mean imputation was carried out based on non-error values in the selected terminal node. The weighted node mean of the non-errors in the node (i.e. those cases with weights less than the optimal cut-off) was used as the imputed value. See above.

Results

All variables were edited and imputed. However, for comparability with other methods, evaluation results for totinvto, totexpto, totinvwp and totexpwp only are shown in the table below.
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2.4.3
Strengths and weaknesses of this method
Strengths

A WAID regression tree is straightforward and quick to build. The method is extremely flexible, since one can modify its operating characteristics by changing the size of the tree, the type of splitting criterion used and the value of the weight threshold. Mean imputation within nodes is very easy to implement.

Weaknesses

The main disadvantage is the need for training data to set the optimum threshold value. Also, mean imputation within nodes is a rather crude method of imputation. It should be possible to improve upon the performance of this method.

2.5 Method 5: Optimum MWAID

2.5.1
Method Description
Multivariate WAID (MWAID) is an extended WAID method that creates a regression tree for a scalar-valued multivariate response variable.

The only difference between the univariate and multivariate tree fitting procedures is the method used to calculate the heterogeneity of a candidate node. Three options are available in this regard. In what follows tree “stages” are indexed by k (k = 1 corresponds to the original unsplit data set and k = K denotes the final stage of the tree), and the candidate nodes for splitting at stage k are indexed by h.

Option 1

The program first grows p univariate trees, one for each component of the response vector. Each such tree is characterised by an n ( K matrix of robust weights, where column k of this matrix contains the weights used to determine node heterogeneity for all candidate nodes at stage k of the tree growing procedure. Let 
[image: image109.wmf] denote the weight associated with observation i at stage k of the univariate tree defined by response variable j. WAID then builds a tree using the following heterogeneity measure for candidate node h at stage k of the multivariate tree:
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where


[image: image111.wmf].

We can think of this as an “average heterogeneity” approach. Note that it is not scale invariant – a component response variable that is much larger in scale than the other component response variables will dominate this heterogeneity measure and hence dominate the tree growing process. Consequently component variables that differ wildly in terms of scale should be first rescaled before this option is used to build a multivariate tree.

Option 2

Here again WAID grows p univariate trees to obtain the weights 
[image: image112.wmf]. However, in this case the measure of heterogeneity for candidate node h at stage k in the multivariate tree is
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where
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and


[image: image115.wmf].

We can think of this approach as an “average weight” approach. It also is not scale invariant.

Option 3

This is the only truly multivariate tree growing option in WAID, in the sense that the weights defined at each stage and the associated measures of within node heterogeneity are defined directly from a multivariate extension of the robust weighting procedure used in the standard univariate WAID tree-building algorithm. In particular, the weight associated with observation i in candidate node h at stage k is calculated iteratively as
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where yi denoted the p-vector of response values for this case, 
[image: image117.wmf], the function  corresponds to a robust influence function (e.g. the biweight) and 
[image: image118.wmf], where 
[image: image119.wmf].

2.5.2
Evaluation
Dataset 1: ABI (Y3)

Technical Summary

Method: Optimal MWAID + Node Mean Imputation (MWAID) with multivariate weight option 3.

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: R-1.4.0 for Windows 2000 and WAID R code.

Computing time: 20 minutes to edit and impute the 5 variables, turnover, emptotc, purtot, taxtot and employ.

Data Preparation: The register variables turnreg and empreg were used as covariates for the regression tree model. Since WAID requires categorical predictors, turnreg was first converted to an evenly distributed 50 category monotone categorical variable. The variables assacq and assdisp were not included because they have too many zero values. A single multivariate tree model was constructed based on the six variables turnover, emptotc, purtot, taxtot and employ. All six variables were log-transformed prior to modelling. All cases containing missing values for these variables were ignored (i.e. these values were treated as “without error”).

WAID Tuning: The number of terminal nodes was set to 20. There were no nodes with less than 5 observations or with WSSR values less than delta = 0.00001. Robust weights were calculated using Tukey’s bisquare influence function (biweight regression).

Edit Criteria

Variables edited: turnover, emptotc, purtot, taxtot and employ. Because of the large numbers of zeros in the total variables assacq and assdisp these were not edited or imputed. In addition, due to time limitations for implementing procedures, all other ABI variables were not edited or imputed. A case with an average weight across the tree less than the optimal weight threshold was declared to be an error (i.e. outlier). The optimal threshold weight varies for each variable and was determined using the 1997 training data. See description above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e. outliers) plus cases with missing values for the variables turnover, emptotc, purtot, taxtot and employ had these values imputed. The terminal nodes corresponding to these cases were first identified using their known turnreg and empreg values. The weighted node mean of the non-errors in the node (i.e. those cases with weights less than the optimal cutoff) was used as the imputed value.

Results
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2.5.3
Strengths and weaknesses of this method
Unlike UWAID1, MWAID can deal with multivariate response variables. Otherwise its strengths and weaknesses are the same as that of UWAID1.

2.6 Method 6: Robust Forward Search + Reverse Calibration Imputation

2.6.1
Method Description
Robust Forward Search

The Forward Search algorithm for outlier detection has already been described in the context of the Bacon algorithm (Method 2, see Section 2.2). This variant of the method was suggested by Hadi and Simonoff (1993). See also Atkinson (1994), Riani and Atkinson (2000) and Atkinson and Riani (2000). The basic idea is simple. In order to avoid the well-known masking problem that can occur when there are multiple outliers in a data set (see Barnett and Lewis, 1994), the algorithm starts from an initial subset of observations of size m < n that is chosen to be outlier free. Here n denotes the number of observations in the complete data set. A regression model for the variable of interest is estimated from this initial “clean” subset. Fitted values generated by this model are then used to generate n distances to the actual sample data values. The next step in the algorithm redefines the clean subset to contain those observations corresponding to the m+1 smallest of these distances and the procedure repeated. The algorithm stops when distances to all sample observations outside the clean subset are all too large or when this subset contains all n sample units.

In order to more accurately specify this forward search procedure, we assume values of a p-dimensional multivariate survey variable Y and a q-dimensional multivariate auxiliary variable X are available for the sample of size n. We denote an individual’s value of Y and X by 
[image: image121.wmf] and 
[image: image122.wmf] respectively. The matrix of sample values of Y and X is denoted by 
[image: image123.wmf]and 
[image: image124.wmf] respectively. We seek to identify possible outliers in y.

Generally identification of such outliers is relative to some assumed model for the conditional distribution of Y given X in the sample. Suppose that a linear model 
[image: image125.wmf] can be used to characterise this conditional distribution for each component of Y, where 
[image: image126.wmf] is a q-vector of unknown parameters and 
[image: image127.wmf] is a random error with variance 
[image: image128.wmf]. A large residual for one or more components of Y is typically taken as evidence that the unit is a potential outlier.

For p = 1 we drop the subscript j and let 
[image: image129.wmf] and 
[image: image130.wmf] denote the regression model parameter estimates based on a clean subset of size m. For an arbitrary sample unit i, Hadi and Simonoff (1993) suggest the distance from the observed value 
[image: image131.wmf] to the fitted value generated by these estimates be calculated as
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where 
[image: image133.wmf] denotes the matrix of values of X associated with the sample observations making up the clean subset, and 
[image: image134.wmf] takes the value 1 if observation i is in this subset and –1 otherwise. The clean subset of size m+1 is then defined by those sample units with the m+1 smallest values of 
[image: image135.wmf]. For p > 1, Hadi (1994) and Riani and Atkinson (2000) use the squared Mahalanobis distance 
[image: image136.wmf] where 
[image: image137.wmf] denotes the fitted value for 
[image: image138.wmf] generated by the estimated regression models for the components of this vector, and 
[image: image139.wmf] denotes the estimated covariance matrix of the errors associated with these models. The summation here is over the observations making up the clean subset of size m.

For p = 1 Hadi and Simonoff (1993) suggest stopping the forward search when the (m+1)th order statistic for the distances 
[image: image140.wmf] is greater than the 1 – /2(m+1) quantile of the t-distribution on mq degrees of freedom. When this occurs the remaining n-m sample observations are declared as outliers. Similarly, when p>1, Hadi (1994) suggests the forward search be stopped when the (m+1)th order statistic for the squared Mahalanobis distances 
[image: image141.wmf] exceeds the 1/n quantile of the chi-squared distribution on p degrees of freedom.

Definition of the initial clean subset is important for implementing the forward search procedure. Since the residuals from the estimated fit based on the initial clean subset define subsequent clean subsets, it is important that the parameter estimates defining this estimated fit are unaffected by possible outliers in the initial subset. This can be achieved by selecting observations to enter this subset only after they have been thoroughly checked. In the version of this method investigated in EUREDIT, we use outlier robust regression estimation (e.g. rreg or rlm in R/S-Plus) applied to the entire sample to define a set of robust residuals, with the initial subset then corresponding to the m observations with smallest absolute residuals relative to this initial fit. Our experience is that this choice is typically sufficient to allow use of more efficient, but non-robust, least squares estimation methods in subsequent steps of the forward search algorithm.

Reverse Calibration Imputation

Let s denote the sample of n units and let 
[image: image142.wmf] denote a target set of estimation weights that we wish to apply to all the sample values, outliers as well as inliers, in order to estimate the population total of interest. Often these weights will be the inverses of inclusion probabilities or regression (e.g. GREG or BLUP) weights. Their main characteristic is that they are known for each sample unit and are fixed. Our problem is then one of imputing sample data values such that when these imputed values are multiplied by the 
[image: image143.wmf] and summed over the sample, they then lead to an “acceptable” estimate of the population total. By “acceptable” we mean here that this estimate equals one that we obtain when we apply an appropriate outlier resistant technique to the sample data. For example, suppose that
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is such an estimate, where the 
[image: image145.wmf] are outlier resistant weights. Then this condition is satisfied when
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where the 
[image: image147.wmf] denote the imputed sample values. Let 
[image: image148.wmf] be the sub-sample of size 
[image: image149.wmf] consisting of the representative sample outliers and let 
[image: image150.wmf] be the sub-sample of size 
[image: image151.wmf] that consists of the sample inliers. A natural restriction is 
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[image: image153.wmf] in which case the problem can be re-expressed as one of defining a set of imputed values 
[image: image154.wmf] that satisfies the constraint
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A natural way of choosing the 
[image: image156.wmf] is so that they remain as close as possible to the true values 
[image: image157.wmf] subject to this constraint. In turn, this requires that we specify a distance measure 
[image: image158.wmf] between the imputed values and the true values that must be then minimised subject to this constraint. It is easy to see that this is equivalent to a calibration problem where the survey variable Y plays the role of sample weight and the sample weight variable w plays the role of the survey variable. It is well known (Deville and Särndal, 1992) that 
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[image: image160.wmf] is a calibration function that satisfies 
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Suppose that 
[image: image165.wmf]. A simple distance measure is
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where 
[image: image167.wmf] are constants that can be chosen by the statistician. Using this distance measure, we have 
[image: image168.wmf] (Deville and Särndal, 1992). It follows
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The reverse calibration method described above can be easily generalized to treat different kinds of outliers, big and small, and to treat missing values and non-representative outliers, on assuming that a reliable population total estimate is obtained by some outlier resistant procedure that takes non-response into account.

2.6.2
Evaluation
Dataset 1 ABI (Y3)

Technical Summary

Method: Univariate Forward Search + Reverse Calibration Imputation (UFS/RCI).

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: SAS 6 for Windows 2000.

Computing time: 90 minutes for editing and 5 seconds for imputation based on one variable.

Data Preparation: The logarithm of the register variable turnreg was used as a covariate. The variables assacp and assdisp were not included in the analysis because they had too many zero values to allow linear modelling on a log scale. No other ABI variables were edited.

Edit Criteria

Variables edited: turnover, emptotc, purtot, taxtot, employ. Zero, missing and –9 values were ignored. Positive values were edited using a univariate version of the Forward Search procedure, based on fitting a log-scale linear model for each variable in terms of log(turnreg). The initial subset for the forward search procedure was defined by the smallest (in absolute terms) residuals from a robust biweight fit to the entire data set. After some experimentation, the size of this initial data was set at 70 per cent of the size of the overall data set. The stopping rule suggested by Hadi and Simonoff (1993) was used, with 
[image: image170.wmf] = 0.01. See description above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e. outliers) plus cases with missing values for each of the variables edited had these values imputed. Imputation was via Reverse Calibration, designed to recover an outlier robust estimate (Chambers, 1986) of the population total of the target variable. This estimate was based on a heteroskedastic linear model linking the target variable and the register variable turnreg. See the description above.

Results
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2.6.3
Strengths and weaknesses of this method
Strengths

· UFS does not require an initial training set to determine an optimal cut-off parameter.

· RCI is designed to produce an imputed data set that recovers a target estimate.

Weaknesses

· Computation for UFS is time-consuming, and requires good hardware and optimised fitting algorithms to deal with large data sets.

· By construction, imputed values produced by RCI will not recover the true distribution.

2.7 Method 7: Forward Search + Robust Regression Imputation

2.7.1
Method Description
Editing Method

Univariate Forward Search (same as previous method).

Imputation Method
Robust Linear Regression Imputation

Imputation was carried out by replacing missing values and outliers by their predicted values based on a robust linear model fit for each variable based on the covariate turnreg. There was no random term added to the prediction.

2.7.2
Evaluation
Dataset 1 ABI (Y3)

Technical Summary

Method: Univariate Forward Search + Robust Linear Regression Imputation (UFS/REG).

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: SAS 6 for Windows 2000.

Computing time: 90 minutes for editing and 5 seconds for imputation based on one variable.

Data Preparation: The logarithm of the register variable turnreg was used as a covariate. The variables assacp and assdisp were not included because they have too many zero values to allow linear modelling on the log scale. No other ABI variables were edited.

Edit Criteria

Variables edited: turnover, emptotc, purtot, taxtot, employ. See previous section

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e. outliers) plus cases with missing values for each of the variables edited had these values imputed. This was done using the predicted values generated by a robust linear fit of the variable of interest to the register variable turnreg.

Results
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2.7.3
Strengths and weaknesses of this method
See section 2.6.3 for discussion of strengths, weaknesses of the UFS editing approach. The main strength of the robust regression imputation approach is its insensitivity to outliers in the data. Its main weakness is the need for specialist robust regression software, which may not be available on all software platforms.

2.8 Method 8: Forward Search + Loglinear Regression Imputation

2.8.1
Method Description
Editing Method

Univariate Forward Search (same as previous method)

Imputation Method

Robust Log-linear Regression Imputation

This imputation method is consistent with the log-scale linear model used in the UFS editing procedure. It assumes that the survey variable Y is related to an auxiliary variable X by the log-scale linear regression model:
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[image: image182.wmf] are obtained using inlier respondent data. The imputed values are then defined as


[image: image183.wmf]
where 
[image: image184.wmf] is the estimated residual variance of the log-scale linear model.

2.8.2
Evaluation
Dataset 1: ABI (Y3)

Technical Summary

Method: Univariate Forward Search + Loglinear Regression Imputation (UFS/LREG).

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: SAS 6 for Windows 2000.

Computing time: 90 minutes for editing and 5 seconds for imputation based on one variable.

Data Preparation: The logarithm of the register variable turnreg was used as a covariate. The variables assacp and assdisp were not included because they have too many zero values to allow linear modelling on the log scale. No other ABI variables were edited.

Edit Criteria

Variables edited: turnover, emptotc, purtot, taxtot, employ. An imputation is the predicted value generated by a log-scale linear model defined by the register variable turnreg. See above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e. outliers) plus cases with missing response values were imputed. This was done using the predicted values generated by a log-scale linear fit of the variable of interest to the register variable turnreg. See the description above.

Results
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2.8.3
Strengths and weaknesses of this method
See section 2.6.3 for discussion of strengths, weaknesses of the UFS editing approach. For variables with a long tailed distribution, this method can produces better predictions than a simple linear model. It can also be implemented using most commercial statistics software.

2.9 Method 9: Forward Search + Nearest Neighbour Imputation

2.9.1
Method Description
Editing Method

Univariate Forward Search (same as previous method)

Imputation Method

Nearest Neighbour Imputation

Let 
[image: image186.wmf] be a measure of similarity between population units i and j. Typically, this is defined in terms of the distance between their values for a (possibly vector-valued) known covariate X. For a sampled unit 
[image: image187.wmf] which is outlying or missing, its nearest neighbour imputed value is the value Yk of the respondent inlier in its “homogeneity group” that is closest to this unit. That is, 
[image: image188.wmf].

For the ABI data, the homogeneity groups are the sampling strata. The covariates are the register variables turnreg and empreg.

2.9.2
Evaluation
Dataset 1 ABI (Y3)

Technical Summary

Method: Univariate Forward Search + Nearest Neighbour Imputation (UFS/NNI).

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: SAS 6 for Windows 2000.

Computing time: 90 minutes for editing and 4 minutes for imputation based on one variable.

Data Preparation: The register variable turnreg and empreg were used as covariates. The variables assacp and assdisp were not included because they have too many zero values to allow editing via UFS. No other ABI variables were edited.

Edit Criteria

Variables edited: turnover, emptotc, purtot, taxtot, employ. See previous section

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. An imputation was the value from the nearest neighbour defined by turnreg and empreg.
Results
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2.9.3
Strengths and weaknesses of this method
See section 2.6.3 for discussion of strengths, weaknesses of the UFS editing approach. A strength of the nearest neighbour imputation method is that it preserves the distribution of true values. Since it a non-parametric method, model misspecification is not an issue. Its main weakness is that it can be time-consuming to implement, especially in a large data set. Searching for nearest neighbours within homogeneity groups helps speed up the process.

2.10 Method 10: Fixed Threshold UWAID

2.10.1
Method Description
This method is an alternative to the optimal threshold UWAID method described in section 2.4. It is motivated by a concern that possible changes in the pattern of outliers and errors from the training set may mean that the optimal threshold may not be optimal. Here a fixed value (0.1) was chosen as the threshold for the UWAID outlier detection procedure.

Once the outliers were identified, node mean imputation was used for detected outliers and missing values.

2.10.2
Evaluation
Dataset 1 ABI (Y3)

Technical Summary

Method: Fixed Threshold WAID + Node Mean Imputation (UWAID2)

Hardware used: Pentium IV, 1.4 GHz, 256 MB RAM.

Software used: R-1.4.0 for Windows 2000 and WAID R code.

Computing time: Less than one minute to edit and impute a variable.

Data Preparation: The register variables turnreg and empreg were used as covariates for the regression tree model. Since WAID requires categorical predictors, turnreg was first converted to an evenly distributed 50 category monotone categorical variable.

WAID Tuning: For ABI total variables the number of terminal nodes was set to 50. For other ABI variables, the number of the terminal nodes was set to 20. There were no nodes with less than 5 observations or with WSSR values less than delta = 0.00001. Robust weights were calculated using Tukey’s bisquare influence function (biweight regression). The outlier threshold weight was set to 0.1.

Edit Criteria

Variables edited: All ABI variables. Zero, missing and –9 values were ignored. A case with an average weight across the tree that was below the optimal weight threshold was declared to be an error (i.e. outlier). A fixed threshold of 0.1 was used for all variables. See description above.

Edit rules

No edit rules were used.

Edit Training

No edit training was used.

Imputation

Variables imputed: Same as those edited. After editing, all cases identified as errors (i.e outliers) plus cases with missing response values were imputed. The terminal nodes corresponding to these cases were first identified using their known turnreg and empreg values. The weighted node mean of the non-errors in the node (i.e. those cases with weights less than the fixed threshold) was used as the imputed value.

Results

For comparability with the evaluation results already presented for the multivariate editing methods, we show evaluation results for the method for the variables turnover, emptotc, purtot, taxtot and employ in the following table.
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2.10.3
Strengths and weaknesses of this method
Strengths

Without the need for prior training in order to identify optimal thresholds for each variable, UWAID2 can be applied extremely easily. If the pattern of errors or outliers is unknown, this method offers a practical alternative to UWAID1.

Weaknesses

It is still necessary to define a reasonable weight threshold.

3 Conclusion
3.1 Discussion of results

Since all seven variants of these methods have been applied to the ABI Y3 data, this discussion focuses on these results. For convenience we choose alpha, beta and delta as the criteria for comparing “pure” editing performance, RRASE, AREm1 and AREm2 for comparing “significant” editing performance, and dL1, m1, m2 and MSE for comparing imputation performance. The values of these criteria for the various methods and for relevant ABI total variables are shown in the Figures below. Note that we restrict attention to the ABI total variables turnover, emptotc, purtot, taxtot, employ because no editing or imputation for assdisp and assacq was carried out for several methods. Values for the various performance criteria are shown grouped by EUREDIT experiment number.

The developed methods do propose different approaches at least on two crucial points: the use of edit failures and the univariate or multivariate analysis. The discussion will show that the choice of one or another approach does influence drastically the results of the evaluation, at least for ABI. The following table summarizes the choices made for each method applied to the ABI dataset:
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3.1.1 ABI experiments analysis

The analysis will therefore be based on 10 criteria, 6 for the edit phase (alpha, beta, delta, RRASE, AREm1 and AREm2) and 4 for the imputation phase (dL1, m1, m2 and MSE). For the edit criteria, experiments UA30003 to UA30006 have the same edit process and therefore only the first one is plotted.

Pure editing performance: Criteria alpha, beta and delta

These three criteria should never be considered individually. Recall that an editing process that would declare every observation as an error would get a perfect alpha value of 0 but would also get the worst beta value of 1. A good error detection method would therefore have small values simultaneously for the three criteria. Finally, recall that the methods address only outlier detection and therefore will clearly not get perfect scores in error detection since many errors are very small.

The three next graphs give the results for alpha, beta and delta of all experiments

alpha
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beta
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delta
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As expected, the three experiments that use edit failures do score better on alpha, but on the other hand, their results on beta and delta are extremely bad with up to 38% of wrongly detected errors for emptotc. This is not a surprise as POEM does not do any error localization, imputing all variables that fail an edit rule. As the values of those three experiments hinder a visual analysis of the other experiments, the graphs are given without them below.

alpha
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beta
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delta
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These three graphs emphasize the fact that all the remaining methods behave relatively similarly, at least for alpha and delta. The beta criterion shows differences that are relatively hard to analyse: methods that perform poorly for one variable (turnover) are the best for another one (employ).

Significant editing performance: Criteria RRASE, AREm1 and AREm2

The plots with all experiments are not given here simply because experiment SA31101 (EA + POEM) fails totally with variable taxtot and therefore makes all plots unreadable. The twelve other experiments are plotted in the RRASE graph.

RRASE
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For the first time the difference between multivariate and univariate methods that are not using edit rules clearly appear. Among these latter methods the three multivariate ones perform clearly worse than the univariate ones. Among the multivariate group TRC (SA32401) and BEM (SA31502) perform the same and a little better than MWAID (UA30002). These three experiments are removed and the plot becomes the following:
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With the exception of experiment SA31102 on purtot, the values of the RRASE criterion are small, indicating that the methods perform well. The use of the Epidemic algorithm with the addition of edit failures fails on purtot without a clear explanation comparing to the results of BEM and TRC in the same situation. Finally one should recall that an editing process that declares everything as erroneous would get a perfect score of 0. This explains the excellent performance of experiments SA31502 and SA32402 that use all edit failures.

As for RRASE experiment SA31101 had to be removed from the AREm1 plot.

AREm1
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The weaker performance of the multivariate methods is confirmed with again with a preference for BEM and TRC over MWAID. Without them and experiment SA31102 that fails again on purtot the plot becomes:
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Here the addition of the edit failures is no longer an help for BEM and TRC, UFS and UWAID1 clearly obtain the best results.

The AREm2 plot with all experiments confirms the breakdown of EA on taxtot and isolates one more time the multivariate methods with always BEM and TRC better than MWAID. This time only the plot without these experiments and SA31102 that fails again on purtot is given.
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This time the addition of the edit failures allows BEM and TRC to perform well. Among the other UFS remains the best followed by UWAID1.

With the ABI data the AREm1, AREm2 criteria for TRC and BEM are practically equivalent with or without the addition of edit failures. This is remarkable since TRC is a much simpler algorithm. However, BEM is here much faster than TRC because of the low number of missing values.

Overall UFS and UWAID1 have the best significant editing performance.

Imputation performance

All criteria show that the use of all edit failures is an error. The three experiments (SA31102, SA31502 and SA32402) get the worst score for all criteria. They are therefore no longer used in the analysis.

Both criteria dL1 and m1 end up with almost the same conclusions: the univariate methods perform better than the multivariate ones and among the univariate group the methods ranked as the UFS family are slightly in front of UWAID1, with UWAID2 a long way behind. Only the ranking of the multivariate methods changes between dL1 and m1 with BEM/POEM, TRC/POEM and MWAID, EA/POEM for dL1 and MWAID over the three others for m1. The following dL1 plots illustrates these conclusions.

dL1 (all methods)
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dL1 (univariate methods)
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The m2 criterion is the only one that does not separate the multivariate and univariate methods. Note here that the square root of m2 is actually plotted.

m2
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For the first time the worst univariate method (UWAID2) behaves like the two worst multivariate method (MWAID and EA/POEM) while the two best multivariate (BEM/POEM and TRC/POEM) methods manage to compete with the best univariate ones (UFS family and UWAID1). But the latter ones remain the best choices.

Finally the MSE criterion confirms that EA fails on purtot and taxtot though the results on the other variables are not bad. With the exception of EA the MSE criterion gives the following rankings among the two univariate and multivariate groups (the square root of MSE is plotted):

MSE
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BEM performs best among multivariate methods, in front of TRC, MWAID and EA while the UFS family is ahead of UWAID1 and UWAID2 in the univariate group. Among these methods, the poorer performance of the node mean-based imputation methods is clear as far as performance with respect to these criteria is concerned. Node mean imputation based on a multivariate tree (MWAID) seems to be particularly poor, while UWAID1 clearly outperforms UWAID2. The overall good performance of all the UFS-based imputation methods is very clear, with little to choose between these methods.

Overall performance for ABI

In summary, these experiments seem to indicate that univariate tree-based editing, particularly with well chosen thresholds for outlier identification (i.e. UWAID1), is a methodology worth considering for data similar to that collected in the ABI as well as the more classical univariate forward search method. As far as imputation is concerned, however, the simple node mean method used with this approach seems relatively inefficient, and more “structured” approaches (e.g. RCI) lead to substantially better performance.

Among the multivariate approaches, the BACON-EM algorithm appears to be the best for editing and also for imputation with its combination with POEM. The Transformed Rank Correlation performs almost as well as BEM even if the method is less sophisticated. Finally the Epidemic Algorithm performs well for some variables and poorly for others. This is clearly due to choice of the initial distances: the rather simple initial standardization of the variables has to be refined to avoid the masking problem of univariate outliers for different variables. The use of another initial distance could be an interesting solution.

An interesting common property can be drawn from both univariate and multivariate approaches: in the overall process of editing and imputation for data similar to that collected in the ABI, the use of a forward search method is always very powerful. The UFS method used here is actually an earlier version of the BACON algorithm and therefore the BEM algorithm (its restriction to the univariate case is actually BACON using sampling weights) is an approach that can be suggested for simultaneous univariate and multivariate implementation.

3.1.2 EPE experiment analysis

We will not reproduce the graphs of all criteria here but show only AREm1 as an example for the edit criteria and MSE as an example for the imputation criteria.

AREm1
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While TRC is consistently better than EA it beats UWAID1 only in three variables.

MSE
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Again TRC is better than EA for the four variables. However UWAID1 is better than TRC in three of the four variables.

Overall the differences in the three methods seem not be too large. Edit rules seem to be less important for EPE than for ABI since the all three methods behave similar in MSE and at least comparably well for AREm1. The univariate method UWAID1 does not have a clear advantage over multivariate methods here. It seems that outliers in EPE are more multivariate in nature than in ABI. This seems to be a situation POEM copes well with though the data including the zero values are not elliptical in nature.

EA could not draw much on its ability to cope with non-elliptical data. This may be due to the difficulty to obtain a decent standardization with the many zero values in the EPE data. After a mild human intervention TRC performs very well. Note that the multivariate methods TRC and EA treat all variables at the same time while UWAID1 needs a run for each variable.

3.2 Weaknesses in the editing/imputation procedure(s) considered
Of the 13 editing methods considered in this paper, it seems clear that the use of edit failures has to be avoided and that the use of multivariate methods is weaker than univariate analysis. This may be due to the lack of real multivariate structure in ABI outliers and errors. It seems clear that the multivariate editing methods should only be used in conjunction with, rather than in place of, univariate editing methods.

Other particular conclusions are reported below.

BEM, TRC and EA

The root mean squared error in the EPE data shows that TRC is consistently better than EA though the behaviour remains quite similar. The same observation can be made with the criteria m1 and m2.

The Mahalanobis distance based methods seem to obtain very similar results with TRC displaying a slight edge over BEM: it keeps working in very unfavourable conditions, as for the EPE dataset with a lot of zeros.

In terms of tuning TRC is the simplest method: there is no crucial choice of parameters.

Using BEM the statistician has to set the values of two crucial parameters. First of all, he has to choose if the 
[image: image209.wmf]-test has to be done with 
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[image: image211.wmf]threshold. This choice is more important than the value of 
[image: image212.wmf]itself. If the resources are available, comparing the results of both versions is the best solution. Secondly the analyst has to find the good starting subset size: not too big to avoid outliers and not too small to avoid singular covariance estimates. The choice of the starting version (robust or not) is often not crucial (only a very high proportion of outliers does require the robust start). Most of the EUREDIT experiments were carried out with the robust start.

The deterministic version of EA with Künsch's proposal eliminates spurious results: often observations with quite reasonable infection probabilities need a long time to be infected (thus resulting in wrongly declared outliers) and sometimes points with very small total infection probability are infected. The best choice for the transmission function seems to be the root function together with the deterministic version and the maximal reach. Note that in the results reported here only for the ABI data set the deterministic version has been used. The random version used for the EPE data seems to be inferior.

Experiments with the Bushfire data set (see EUREDIT deliverable D4-5.2.1-2.C, Section 27) where the number of missing values increases showed that the three algorithms detect outliers well with a moderate number of missing values. TRC supports more missing values than EA or BEM.

The ABI experiments revealed a potential problem of the EA algorithm. The initial standardization might break down in some dimensions (variables) and the outliers in this dimension will therefore be masked. This is probably what happened with the taxtot and purtot variables. This dimension problem does not occur with TRC or BEM. On the other hand in preliminary experiments TRC and BEM were not able to deal with one variable having a very high proportion of zeros (assdisp) while EA could work without any problem or any pre-treatment of the dataset.

The experiment with the EPE data showed that a data set which is too far away from elliptical may make BEM and TRC unusable. However, after a mild human intervention by taking out the points with Mahalanobis distance 0, the outlier detection by TRC becomes very usable again. EA shows a remarkable performance on this very difficult data set.

An additional analysis carried out with the EPE dataset (only reported in EUREDIT D4-5.2.1-2.C) show that no clear choice can yet be made between the marginal and the conditional distance version of TRC.

The three methods are actually able to fulfil the difficult task of multivariate outlier detection in the presence of missing values and when sampling weights are to be taken into account. The choices of the datasets on which these methods could be tested were limited in EUREDIT and probably not ideal to compare robust methods. It will be interesting in the future to see these methods work on other real datasets. Also more refinement on the EUREDIT criteria might be necessary to judge robust procedures.

UWAID1

This method relies on similar patterns of errors in the training and implementation data sets. This condition may not hold in some circumstances.

UWAID2

This method uses a fixed weight threshold to identify errors and outliers, which may lead to non-optimal results for some variables.

UFS

This method needs a very large amount of computing effort in terms of algorithm development, minimum hardware requirements and programming.

3.3 Areas for further study
The WAID method can be improved by replacing its current single variable splitting method by alternative linear and non-linear splitting methods. Also, methods for determining the optimal threshold for outlier/error identification “internally” within the WAID approach, in much the same way as currently implemented in UFS, need to be investigated. Finally, extension of the WAID methodology to more sophisticated imputation methods (e.g. RCI) should be investigated.

The breakdown point of the TRC algorithm still has to be determined. For the Epidemic algorithm other types of distances and/or standardization should be studied. A version of the POEM algorithm integrating covariates in the distance measure should be developed.
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Feuil1

		UE30001 : UWAID1

				totinvto		totexpto		totinvwp		totexpwp

		alpha		0.416667		1		0.2		0.5

		beta		0.101387		0.004706		0.15533		0.131356

		delta		0.105374		0.020833		0.155556		0.134454

		RAE		0.000899		0.020369		0.004931		0.01503

		RRASE		0.002067		0.012566		0.003334		0.00784

		RER		22.206349		64.545455		0		70.4

		tj		0.232271		0.875422				0.565198

		AREm1		0.549952		0.19543		0.461524		0.455911

		AREm2		0.891371		0.274325		0.58201		0.837897

		Slope		0.527133		0.371116		0.227329		0.624518

		t-val		-17.989475		-67.100674		-83.114554		-38.549648

		mse		10100511.36386		1331419.109711		300688.968995		528805.566093

		R^2		0.046683		0.089543		0.037245		0.324188

		dL1		214.936962		90.353197		50.490054		41.578423

		dL2		869.44549		353.09882		158.428274		230.339092

		dLinf		10245.159391		1844.747463		1807.305853		1878.429255

		K-S		0.34998		0.324957		0.378379		0.375576

		K-S_1		0.005743		0.004206		0.00747		0.003488

		K-S_2		0.000389		0.000386		0.000751		0.000116

		m_1		146.427674		14.644806		16.927637		15.862106

		m_2		780525.612804		116580.489201		24776.26222		64898.642817

		MSE		467.654127		33.909783		7.26523		3.913347






_1108481762.xls
beta

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.003001		0.011439		0.004927		0.031136		0.01492

		UA30002		0.003707		0.003575		0.016487		0.003114		0.024754

		UA30003		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30004		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30005		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30006		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30007		0.018535		0.037891		0.027288		0.014835		0.005934

		SA31101		0.006884		0.006971		0.006633		0.00696		0.034249

		SA31102		0.15481		0.382484		0.088308		0.077289		0.251611

		SA31501		0.011474		0.010366		0.003411		0.010073		0.034079

		SA31502		0.159753		0.385523		0.086413		0.079487		0.261784

		SA32401		0.015711		0.013405		0.008149		0.013004		0.0412

		SA32402		0.159576		0.386953		0.090582		0.080037		0.264157
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_1108481955.xls
delta

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.05629		0.068692		0.113728		0.078264		0.054901

		UA30002		0.059032		0.068046		0.122923		0.085525		0.069756

		UA30003		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30004		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30005		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30006		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30007		0.065968		0.088896		0.12131		0.072454		0.047957

		SA31101		0.059839		0.069985		0.121794		0.092449		0.077345

		SA31102		0.17871		0.372879		0.171802		0.132462		0.265461

		SA31501		0.064032		0.073056		0.111954		0.094385		0.077184

		SA31502		0.182903		0.375303		0.163897		0.133753		0.274988

		SA32401		0.066935		0.075319		0.115503		0.096483		0.082997

		SA32402		0.182742		0.376111		0.166478		0.134237		0.277087
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Graph delta 2
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_1108491521.xls
AREM1

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.032247		0.215085		0.301287		0.10005		0.142244

		UA30002		0.380385		2.402749		0.3268		24.296313		0.021254

		UA30003		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30004		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30005		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30006		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30007		0.326803		0.359216		0.345959		0.217153		0.284524

		SA31101		0.271421		1.627829		3.752825		1227.803278		0.264139

		SA31102		0.247249		0.305886		3.103527		0.136627		0.141322

		SA31501		0.013807		1.862897		0.019632		9.122396		0.023251

		SA31502		0.141852		0.794273		0.001426		0.188833		0.188004

		SA32401		0.011499		1.873739		0.016195		9.052501		0.032561

		SA32402		0.141765		0.800557		0.000168		0.188481		0.19163





Graph AREm1 1
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_1108541269.xls
dL1

				turnover		emptotc		purtot		taxtot		employ

		UA30001		596.187226		420.385343		294.886548		34.53857		77.5042

		UA30002		11970.969418		2162.555351		14763.860552		236.076254		88.033031

		UA30003		342.36245		138.750229		311.334402		10.395472		6.598748

		UA30004		355.571456		145.509066		303.283692		10.45807		9.731132

		UA30005		350.302168		120.412967		291.545743		14.229006		5.322454

		UA30006		350.650568		171.593111		300.241389		12.848566		11.455258

		UA30007		5580.283469		418.929694		3166.217198		66.474963		226.816114

		SA31101		19629.431059		1603.192898		20209.146285		2803.761104		114.604083

		SA31102		8712.451349		209.140318		19047.870067		375.506112		20.832152

		SA31501		11826.399771		592.466113		8990.375601		3079.332947		59.40001

		SA31502		46354.440818		1378.520114		72312.644808		976.930039		165.561685

		SA32401		14560.862763		795.871446		10873.413842		3057.204653		48.721951

		SA32402		46462.168413		1376.665165		68674.517004		976.207851		164.935238
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Graph dL1 1 (2)
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Graph dL1 1 (3)
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_1108558477.xls
Feuil1

		SA31101 : EA + POEM on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.620561		0.665541		0.780911		0.724932		0.938983

		beta		0.006884		0.006971		0.006633		0.00696		0.034249

		delta		0.059839		0.069985		0.121794		0.092449		0.077345

		RAE		0.05915		1.870906		3.929152		1179.645823		0.025352

		RRASE		0.015676		0.121539		0.22132		160.258711		0.001261

		RER		1536.525843		3783.058824		21984.996633		6524163.166667		57.071429

		tj		1.379649		4.25355		3.547922		1.024109		3.038344

		AREm1		0.271421		1.627829		3.752825		1227.803278		0.264139

		AREm2		0.847982		0.583174		3.004599		3540160.769054		0.866013

		Slope		0.021777		0.027354		0.002197		0.000413		0.916789

		t-val		-3173.868088		-2202.047592		-71631.761662		-102577.406263		-41.809591

		mse		1.87E+12		1.93E+10		1.05E+12		285841046.390559		103399475.070317

		R^2		0.556176		0.375055		0.089501		0.021238		0.637759

		dL1		19629.431059		1603.192898		20209.146285		2803.761104		114.604083

		dL2		180694.889538		20312.292668		239073.297398		7144.681706		1814.738559

		dLinf		665805.035321		90938.551479		682127.308847		48838.785747		6570.10442

		K-S		0.830938		0.743675		0.815248		0.750197		0.525375

		K-S_1		0.001271		0.000952		0.001152		0.021863		0.00055

		K-S_2		0.000417		0.000237		0.000334		0.003598		0.000015

		m_1		10050.640903		446.477191		13184.794908		2668.255718		3.146045

		m_2		4.88E+10		497328912.192082		1.22E+10		39182645.876054		5477927.373333

		MSE		215639.923694		55523.264386		12243058.945188		781020011.481647		2.352783






_1108559491.xls
MSE

				turnover		emptotc		purtot		taxtot		employ

		UA30001		147.3179593023		26.0818876617		269.025493489		2.4877174277		2.1724888953

		UA30002		636.6947886829		328.5908913299		774.8694965528		468.6393694185		2.8434505447

		UA30003		147.1658000318		16.7566803097		112.9154528442		3.8580009072		1.5009953364

		UA30004		147.1293859261		16.826570001		112.9470969702		3.8606245609		1.5070371595

		UA30005		147.1278517413		14.5231414301		112.8392555718		3.3806123706		1.4981291667

		UA30006		146.9846232366		13.1892812541		112.9737663221		3.8082561626		1.5090450623

		UA30007		337.692045161		42.4667066536		263.4974616215		3.6314557687		3.6316379225

		SA31101		464.3704595407		235.633750524		3499.00828024		27946.7352562271		1.5338784176

		SA31102		1593.2464628456		72.3411737049		4230.2743662488		52.559880603		2.5922625253

		SA31501		574.4234690165		227.7297057786		449.0949108073		294.1956280318		2.7066119042

		SA31502		11070.0713401881		847.5950864723		9234.9293598784		156.9770322022		61.4034831992

		SA32401		772.9565229177		240.4608108216		587.4720311649		301.588860653		2.8508011155

		SA32402		11090.0918074749		849.9893069357		9246.961134121		157.160839887		61.7899604628

				21702.581133		680.264864		72374.716147		6.188738		4.719708

				4.05E+05		1.08E+05		6.00E+05		2.20E+05		8.09E+00

				21657.772699		280.786335		12749.899491		14.884171		2.252987

				21647.056203		283.133458		12757.046714		14.904422		2.271161

				21646.604758		210.921637		12732.697598		11.42854		2.244391

				21604.479468		173.95714		12763.071877		14.502815		2.277217

				1.14E+05		1.80E+03		6.94E+04		1.32E+01		1.32E+01

				2.16E+05		5.55E+04		1.22E+07		7.81E+08		2.35E+00

				2538434.29137		5233.245413		17895221.213742		2762.541049		6.719825

				329962.321757		51860.818894		201686.238913		86551.067553		7.325748

				1.23E+08		7.18E+05		8.53E+07		2.46E+04		3.77E+03

				597461.786321		57821.401541		345123.387401		90955.84087		8.127067

				1.23E+08		7.22E+05		8.55E+07		2.47E+04		3.82E+03
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Graph MSE 1 (2)

		turnover		turnover		turnover		147.1293859261		147.1278517413		146.9846232366		turnover		turnover		turnover

		emptotc		emptotc		emptotc		16.826570001		14.5231414301		13.1892812541		emptotc		emptotc		emptotc

		purtot		purtot		purtot		112.9470969702		112.8392555718		112.9737663221		purtot		purtot		purtot

		taxtot		taxtot		taxtot		3.8606245609		3.3806123706		3.8082561626		taxtot		taxtot		taxtot
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_1108556520.xls
Feuil1

				totinvwp		totinvto		totexpwp		totexpto

		UE30001

		SE32400

		SE30200

		UE30001		0.461524		0.549952		0.455911		0.19543

		SE32400		0.358906		0.277626		0.291452		0.319994

		SE30200		0.47583		0.489736		0.565229		0.46189





Graph1
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_1108556667.xls
Feuil1

				totinvwp		totinvto		totexpwp		totexpto

		UE30001		7.26523		467.654127		3.913347		33.909783

		SE32400		12.024792		205.771445		6.665178		87.164396

		SE30200		19.466541		397.940215		22.579465		168.474534

		UE30001		2.6954090599		21.6253121827		1.9782181376		5.8232107123

		SE32400		3.4676781858		14.344735794		2.5817006023		9.3361874446

		SE30200		4.4120903209		19.9484389114		4.7517854539		12.979774035
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dL1

				turnover		emptotc		purtot		taxtot		employ

		UA30001		596.187226		420.385343		294.886548		34.53857		77.5042

		UA30002		11970.969418		2162.555351		14763.860552		236.076254		88.033031

		UA30003		342.36245		138.750229		311.334402		10.395472		6.598748

		UA30004		355.571456		145.509066		303.283692		10.45807		9.731132

		UA30005		350.302168		120.412967		291.545743		14.229006		5.322454

		UA30006		350.650568		171.593111		300.241389		12.848566		11.455258

		UA30007		5580.283469		418.929694		3166.217198		66.474963		226.816114

		SA31101		19629.431059		1603.192898		20209.146285		2803.761104		114.604083

		SA31102		8712.451349		209.140318		19047.870067		375.506112		20.832152

		SA31501		11826.399771		592.466113		8990.375601		3079.332947		59.40001

		SA31502		46354.440818		1378.520114		72312.644808		976.930039		165.561685

		SA32401		14560.862763		795.871446		10873.413842		3057.204653		48.721951

		SA32402		46462.168413		1376.665165		68674.517004		976.207851		164.935238





Graph dL1 1

		turnover		turnover		turnover		turnover		turnover		turnover		turnover		turnover		turnover		turnover		355.571456		350.302168		350.650568

		emptotc		emptotc		emptotc		emptotc		emptotc		emptotc		emptotc		emptotc		emptotc		emptotc		145.509066		120.412967		171.593111

		purtot		purtot		purtot		purtot		purtot		purtot		purtot		purtot		purtot		purtot		303.283692		291.545743		300.241389

		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		10.45807		14.229006		12.848566

		employ		employ		employ		employ		employ		employ		employ		employ		employ		employ		9.731132		5.322454		11.455258
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Graph dL1 1 (2)
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		purtot		purtot		purtot		303.283692		291.545743		300.241389		purtot		purtot		purtot		purtot

		taxtot		taxtot		taxtot		10.45807		14.229006		12.848566		taxtot		taxtot		taxtot		taxtot
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Graph dL1 1 (3)

		turnover		turnover		355.571456		350.302168		350.650568

		emptotc		emptotc		145.509066		120.412967		171.593111

		purtot		purtot		303.283692		291.545743		300.241389

		taxtot		taxtot		10.45807		14.229006		12.848566

		employ		employ		9.731132		5.322454		11.455258
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_1108537575.xls
m2

				turnover		emptotc		purtot		taxtot		employ

		UA30001		25281.6163066827		15284.9421249666		13556.8316763371		1543.2318074852		2651.735026702

		UA30002		216301.595001054		20171.4500379221		152202.365290425		1945.5655617889		182.5445744058

		UA30003		7685.9226121727		11023.8825341831		9629.5105359987		305.9593057565		24.2554066344

		UA30004		7620.7034329112		11013.2654225005		9579.884152952		306.129913375		10.9014854034

		UA30005		6492.6652013484		7234.4424758108		6918.4540773228		383.7769790021		31.0089599793

		UA30006		7838.2494612006		12807.5781414812		7728.7041141416		123.4020834994		65.2690714351

		UA30007		201145.246028834		13541.0977999744		129175.926549803		2214.0613286205		4047.5538310166

		SA31101		220904.549523092		22300.8724536078		110658.528817258		6259.6042906923		2340.4972491616

		SA31102		63962.9286730046		5661.8567029257		99882.4230518168		962.0257679434		785.1293942619

		SA31501		57918.8554279841		5856.0615697013		36538.2346296754		10324.086230024		541.4684805767

		SA31502		413140.532990894		22181.7415976783		453726.459444454		4912.4123189604		2556.1022976759

		SA32401		56784.2809098402		5625.5741338135		36490.0008132247		11093.1300667648		476.5803295794

		SA32402		414474.727818235		22183.5676464685		443113.303794865		4960.960409719		2558.976956432

				639160123.078325		233629455.763578		183787685.100538		2381564.411634		7031698.651838

				4.68E+10		4.07E+08		2.32E+10		3.79E+06		3.33E+04

				59073406.400308		121525986.127468		92727473.16291		93611.096779		588.324751

				58075120.812384		121292015.266446		91774180.383981		93715.523863		118.842384

				42154701.416801		52337157.935815		47865006.820025		147284.769612		961.555599

				61438154.616011		164034057.850148		59732867.283949		15228.074212		4260.051686

				4.05E+10		1.83E+08		1.67E+10		4.90E+06		1.64E+07

				4.88E+10		4.97E+08		1.22E+10		3.92E+07		5.48E+06

				4091256244.42787		32056621.324465		9976498434.70211		925493.578187		616428.165734

				3354593814.08772		34293457.108132		1335042589.85321		106586756.484972		293188.115458

				1.71E+11		4.92E+08		2.06E+11		2.41E+07		6.53E+06

				3224454558.44764		31647084.335031		1331520159.34914		123057534.678162		227128.810542

				1.72E+11		4.92E+08		1.96E+11		2.46E+07		6.55E+06





Graph m2 1

		turnover		turnover		turnover		7620.7034329112		6492.6652013484		7838.2494612006		turnover		turnover		turnover		turnover		turnover		turnover		turnover
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		taxtot		taxtot		taxtot		306.129913375		383.7769790021		123.4020834994		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot		taxtot

		employ		employ		employ		10.9014854034		31.0089599793		65.2690714351		employ		employ		employ		employ		employ		employ		employ



UA30001

UA30002

UA30003

UA30004

UA30005

UA30006

UA30007

SA31101

SA31102

SA31501

SA31502

SA32401

SA32402

25281.6163066827

216301.595001054

7685.9226121727

201145.246028834

220904.549523092

63962.9286730046

57918.8554279841

413140.532990894

56784.2809098402

414474.727818235

15284.9421249666

20171.4500379221

11023.8825341831

13541.0977999744

22300.8724536078

5661.8567029257

5856.0615697013

22181.7415976783

5625.5741338135

22183.5676464685

13556.8316763371

152202.365290425

9629.5105359987

129175.926549803

110658.528817258

99882.4230518168

36538.2346296754

453726.459444454

36490.0008132247

443113.303794865

1543.2318074852

1945.5655617889

305.9593057565

2214.0613286205

6259.6042906923

962.0257679434

10324.086230024

4912.4123189604

11093.1300667648

4960.960409719

2651.735026702

182.5445744058

24.2554066344

4047.5538310166

2340.4972491616

785.1293942619

541.4684805767

2556.1022976759

476.5803295794

2558.976956432



Graph m2 1 (2)

		turnover		turnover		turnover		7620.7034329112		6492.6652013484		7838.2494612006		turnover		turnover		turnover		turnover

		emptotc		emptotc		emptotc		11013.2654225005		7234.4424758108		12807.5781414812		emptotc		emptotc		emptotc		emptotc

		purtot		purtot		purtot		9579.884152952		6918.4540773228		7728.7041141416		purtot		purtot		purtot		purtot

		taxtot		taxtot		taxtot		306.129913375		383.7769790021		123.4020834994		taxtot		taxtot		taxtot		taxtot

		employ		employ		employ		10.9014854034		31.0089599793		65.2690714351		employ		employ		employ		employ
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_1108491869.xls
AREM1

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.032247		0.215085		0.301287		0.10005		0.142244

		UA30002		0.380385		2.402749		0.3268		24.296313		0.021254

		UA30003		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30004		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30005		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30006		0.016419		0.063302		0.012667		0.208044		0.02297

		UA30007		0.326803		0.359216		0.345959		0.217153		0.284524

		SA31101		0.271421		1.627829		3.752825		1227.803278		0.264139

		SA31102		0.247249		0.305886		3.103527		0.136627		0.141322

		SA31501		0.013807		1.862897		0.019632		9.122396		0.023251

		SA31502		0.141852		0.794273		0.001426		0.188833		0.188004

		SA32401		0.011499		1.873739		0.016195		9.052501		0.032561

		SA32402		0.141765		0.800557		0.000168		0.188481		0.19163





Graph AREm1 1
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Graph AREm1 2

		turnover		turnover		turnover		turnover		turnover

		emptotc		emptotc		emptotc		emptotc		emptotc

		purtot		purtot		purtot		purtot		purtot

		taxtot		taxtot		taxtot		taxtot		taxtot

		employ		employ		employ		employ		employ



UA30001

UA30003

UA30007

SA31502

SA32402

0.032247

0.016419

0.326803

0.141852

0.141765

0.215085

0.063302

0.359216

0.794273

0.800557

0.301287

0.012667

0.345959

0.001426

0.000168

0.10005

0.208044

0.217153

0.188833

0.188481

0.142244

0.02297

0.284524

0.188004

0.19163




_1108492544.xls
AREM2

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.048697		0.785779		0.327163		0.496965		0.60408

		UA30002		0.53274		1.286186		0.319359		508.502792		0.014491

		UA30003		0.063462		0.394275		0.068027		0.057444		0.008853

		UA30004		0.063462		0.394275		0.068027		0.057444		0.008853

		UA30005		0.063462		0.394275		0.068027		0.057444		0.008853

		UA30006		0.063462		0.394275		0.068027		0.057444		0.008853

		UA30007		0.916908		0.938896		0.928734		0.798271		0.875535

		SA31101		0.847982		0.583174		3.004599		3540160.769054		0.866013

		SA31102		0.839069		0.743314		2.48386		0.832694		0.813022

		SA31501		0.038976		1.076479		0.045082		166.967519		0.023166

		SA31502		0.273299		0.267419		0.12067		0.151915		0.100393

		SA32401		0.045294		1.085755		0.050945		167.516042		0.035043

		SA32402		0.2732		0.274552		0.129189		0.152361		0.095311





Graph AREm2 1
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RRASE

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.014088		0.06313		0.059352		0.006425		0.000154

		UA30002		0.038454		0.137703		0.125596		1.918162		0.001761

		UA30003		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30004		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30005		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30006		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30007		0.000358		0.06313		0.000511		0.005715		0.000174

		SA31101		0.015676		0.121539		0.22132		160.258711		0.001261

		SA31102		0.000343		0.000924		0.197616		0.006848		0.000134

		SA31501		0.002714		0.136953		0.004984		1.094595		0.001761

		SA31502		0.000343		0.000924		0.00068		0.007136		0.000132

		SA32401		0.002659		0.136953		0.004949		1.094562		0.00176

		SA32402		0.000343		0.000919		0.000343		0.007136		0.000115





Graph RRASE 1
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Graph RRASE 2
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RRASE

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.014088		0.06313		0.059352		0.006425		0.000154

		UA30002		0.038454		0.137703		0.125596		1.918162		0.001761

		UA30003		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30004		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30005		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30006		0.000344		0.002021		0.000513		0.012442		0.000621

		UA30007		0.000358		0.06313		0.000511		0.005715		0.000174

		SA31101		0.015676		0.121539		0.22132		160.258711		0.001261

		SA31102		0.000343		0.000924		0.197616		0.006848		0.000134

		SA31501		0.002714		0.136953		0.004984		1.094595		0.001761

		SA31502		0.000343		0.000924		0.00068		0.007136		0.000132

		SA32401		0.002659		0.136953		0.004949		1.094562		0.00176

		SA32402		0.000343		0.000919		0.000343		0.007136		0.000115





Graph RRASE 1
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Graph RRASE 2
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Feuil1

		Experiment		Method		Edit failures		Multivariate

		SA31101		Epidemic Algorithm + POEM		No		Yes

		SA31102		Epidemic Algorithm + POEM with edit rules		Yes		Yes

		SA31501		BACON-EM Algorithm + POEM		No		Yes

		SA31502		BACON-EM Algorithm + POEM with edit rules		Yes		Yes

		SA32401		Transformed Rank Correlation Algorithm + POEM		No		Yes

		SA32402		Transformed Rank Correlation Algorithm + POEM with edit rules		Yes		Yes

		UA30001		Optimal UWAID + Node Mean Imputation		No		No

		UA30002		Optimal MWAID + Node Mean Imputation		No		Yes

		UA30003		Univariate Forward Search + Reverse Calibration Imputation		No		No

		UA30004		Univariate Forward Search + Robust Linear Regression Imputation		No		No

		UA30005		Univariate Forward Search + Loglinear Regression Imputation		No		No

		UA30006		Univariate Forward Search + Nearest Neighbour Imputation		No		No

		UA30007		Fixed Threshold WAID + Node Mean Imputation		No		No






_1108481866.xls
alpha

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.620561		0.609797		0.736443		0.427408		0.854237

		UA30002		0.64486		0.677365		0.732104		0.696065		0.969492

		UA30003		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30004		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30005		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30006		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30007		0.568224		0.570946		0.659436		0.499322		0.888136

		SA31101		0.620561		0.665541		0.780911		0.724932		0.938983

		SA31102		0.431776		0.282095		0.649675		0.54065		0.542373

		SA31501		0.620561		0.665541		0.733189		0.718157		0.938983

		SA31502		0.428037		0.278716		0.607375		0.53523		0.538983

		SA32401		0.609346		0.660473		0.729935		0.714092		0.918644

		SA32402		0.428037		0.273649		0.600868		0.53523		0.535593





Graph alpha 1
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Graph alpha 2
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beta

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.003001		0.011439		0.004927		0.031136		0.01492

		UA30002		0.003707		0.003575		0.016487		0.003114		0.024754

		UA30003		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30004		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30005		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30006		0.02489		0.001251		0.014592		0.000183		0.001187

		UA30007		0.018535		0.037891		0.027288		0.014835		0.005934

		SA31101		0.006884		0.006971		0.006633		0.00696		0.034249

		SA31102		0.15481		0.382484		0.088308		0.077289		0.251611

		SA31501		0.011474		0.010366		0.003411		0.010073		0.034079

		SA31502		0.159753		0.385523		0.086413		0.079487		0.261784

		SA32401		0.015711		0.013405		0.008149		0.013004		0.0412

		SA32402		0.159576		0.386953		0.090582		0.080037		0.264157





Graph beta 1
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Graph beta 2
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delta

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.05629		0.068692		0.113728		0.078264		0.054901

		UA30002		0.059032		0.068046		0.122923		0.085525		0.069756

		UA30003		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30004		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30005		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30006		0.070323		0.061096		0.112437		0.078586		0.048119

		UA30007		0.065968		0.088896		0.12131		0.072454		0.047957

		SA31101		0.059839		0.069985		0.121794		0.092449		0.077345

		SA31102		0.17871		0.372879		0.171802		0.132462		0.265461

		SA31501		0.064032		0.073056		0.111954		0.094385		0.077184

		SA31502		0.182903		0.375303		0.163897		0.133753		0.274988

		SA32401		0.066935		0.075319		0.115503		0.096483		0.082997

		SA32402		0.182742		0.376111		0.166478		0.134237		0.277087





Graph delta 1
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_1108458003.xls
Feuil1

		UA30005 : UFS/LREG

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.551402		0.626689		0.672451		0.65943		0.986441

		beta		0.02489		0.001251		0.014592		0.000183		0.001187

		delta		0.070323		0.061096		0.112437		0.078586		0.048119

		RAE		-0.002372		0.036276		-0.004439		0.197073		0.017314

		RRASE		0.000344		0.002021		0.000513		0.012442		0.000621

		RER		47.796629		132.713235		90.873737		1618.916667		24.928571

		tj		-1.154018		2.862849		-1.965985		6.152816		4.173028

		AREm1		0.016419		0.063302		0.012667		0.208044		0.02297

		AREm2		0.063462		0.394275		0.068027		0.057444		0.008853

		Slope		0.936493		1.065733		0.799945		0.883104		0.176146

		t-val		-1281.548417		3756.052008		-4170.071067		-20.783211		-121.461983

		mse		216154635.521154		260099230.094718		202642860.574589		4703601.473008		38854.7041

		R^2		0.985723		0.973753		0.966676		0.771875		0.030511

		dL1		350.302168		120.412967		291.545743		14.229006		5.322454

		dL2		2692.683708		3066.479446		3011.399081		364.642601		31.839136

		dLinf		18405.874298		9595.370243		26967.806605		808.206167		79.754326

		K-S		0.148472		0.323107		0.166888		0.420358		0.36532

		K-S_1		0.000136		0.00013		0.00014		0.000436		0.003039

		K-S_2		0.000002		0.000001		0.000002		0.000027		0.000395

		m_1		9.804838		68.432084		55.021812		9.268907		0.081145

		m_2		42154701.416801		52337157.935815		47865006.820025		147284.769612		961.555599

		MSE		21646.604758		210.921637		12732.697598		11.42854		2.244391






_1108458297.xls
Feuil1

		UA30007 : UWAID2

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.568224		0.570946		0.659436		0.499322		0.888136

		beta		0.018535		0.037891		0.027288		0.014835		0.005934

		delta		0.065968		0.088896		0.12131		0.072454		0.047957

		RAE		-0.002116		-0.072323		-0.004523		0.037262		0.000214

		RRASE		0.000358		0.06313		0.000511		0.005715		0.000174

		RER		47.796629		9561.25		90.873737		1335.25		12.571429

		tj		-1.013587		-0.957022		-2.046019		4.445224		0.182205

		AREm1		0.326803		0.359216		0.345959		0.217153		0.284524

		AREm2		0.916908		0.938896		0.928734		0.798271		0.875535

		Slope		1.407721		1.024939		1.413915		1.232791		12.17114

		t-val		161.125467		8.48133		165.503789		209.344539		824.851751

		mse		1.38E+12		6629223784.9587		5.80E+11		138544791.237562		195805400.992548

		R^2		0.493055		0.444883		0.484302		0.478043		0.744791

		dL1		5580.283469		418.929694		3166.217198		66.474963		226.816114

		dL2		195985.45998		13236.650433		125806.712083		2107.10254		3901.509129

		dLinf		501485.792214		33224.12614		363674.953421		5376.984576		5756.616837

		K-S		0.242523		0.404457		0.296028		0.165102		0.117826

		K-S_1		0.000311		0.000391		0.000244		0.000391		0.001292

		K-S_2		0.000001		0.000003		0.000001		0.000002		0.000005

		m_1		5299.34861		380.528894		3031.532705		57.750922		224.443493

		m_2		4.05E+10		183361329.628471		1.67E+10		4902067.566893		16382692.014977

		MSE		114035.917365		1803.421174		69430.912281		13.187471		13.188794






_1108481710.xls
alpha

				turnover		emptotc		purtot		taxtot		employ

		UA30001		0.620561		0.609797		0.736443		0.427408		0.854237

		UA30002		0.64486		0.677365		0.732104		0.696065		0.969492

		UA30003		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30004		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30005		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30006		0.551402		0.626689		0.672451		0.65943		0.986441

		UA30007		0.568224		0.570946		0.659436		0.499322		0.888136

		SA31101		0.620561		0.665541		0.780911		0.724932		0.938983

		SA31102		0.431776		0.282095		0.649675		0.54065		0.542373

		SA31501		0.620561		0.665541		0.733189		0.718157		0.938983

		SA31502		0.428037		0.278716		0.607375		0.53523		0.538983

		SA32401		0.609346		0.660473		0.729935		0.714092		0.918644

		SA32402		0.428037		0.273649		0.600868		0.53523		0.535593
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Graph alpha 2
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_1108458086.xls
Feuil1

		UA30006 : UFS/NNI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.551402		0.626689		0.672451		0.65943		0.986441

		beta		0.02489		0.001251		0.014592		0.000183		0.001187

		delta		0.070323		0.061096		0.112437		0.078586		0.048119

		RAE		-0.002372		0.036276		-0.004439		0.197073		0.017314

		RRASE		0.000344		0.002021		0.000513		0.012442		0.000621

		RER		47.796629		132.713235		90.873737		1618.916667		24.928571

		tj		-1.154018		2.862849		-1.965985		6.152816		4.173028

		AREm1		0.016419		0.063302		0.012667		0.208044		0.02297

		AREm2		0.063462		0.394275		0.068027		0.057444		0.008853

		Slope		0.987358		1.516882		0.789004		0.632449		0.040529

		t-val		-48.226898		13015.332737		-3593.521005		-152.822447		-1076.24877

		mse		375006963.402865		82495208.390198		215351847.802901		1865187.72629		38306.723805

		R^2		0.981364		0.991706		0.962524		0.69299		0.043106

		dL1		350.650568		171.593111		300.241389		12.848566		11.455258

		dL2		3101.537548		6060.912131		3418.214536		217.379231		73.055674

		dLinf		15013.902476		18348.158937		27000.075775		460.25257		266.60732

		K-S		0.138228		0.084726		0.173048		0.035382		0.15987

		K-S_1		0.000137		0.000083		0.00015		0.000113		0.003773

		K-S_2		0.000001		0		0.000002		0		0.000189

		m_1		70.799549		124.904389		73.366163		1.586346		7.897289

		m_2		61438154.616011		164034057.850148		59732867.283949		15228.074212		4260.051686

		MSE		21604.479468		173.95714		12763.071877		14.502815		2.277217






_1108457465.xls
Feuil1

		UA30003 : UFS/RCI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.551402		0.626689		0.672451		0.65943		0.986441

		beta		0.02489		0.001251		0.014592		0.000183		0.001187

		delta		0.070323		0.061096		0.112437		0.078586		0.048119

		RAE		-0.002372		0.036276		-0.004439		0.197073		0.017314

		RRASE		0.000344		0.002021		0.000513		0.012442		0.000621

		RER		47.796629		132.713235		90.873737		1618.916667		24.928571

		tj		-1.154018		2.862849		-1.965985		6.152816		4.173028

		AREm1		0.016419		0.063302		0.012667		0.208044		0.02297

		AREm2		0.063462		0.394275		0.068027		0.057444		0.008853

		Slope		0.91861		0.801911		0.719092		0.545571		0.076734

		t-val		-1717.674133		-16059.267043		-5591.337831		-5133.628023		-248.590731

		mse		202254222.842778		297615312.795768		210795677.650822		1184381.54033		38529.761265

		R^2		0.986683		0.969902		0.965515		0.812026		0.068497

		dL1		342.36245		138.750229		311.334402		10.395472		6.598748

		dL2		2807.894918		4592.241218		4217.576446		220.766784		33.509947

		dLinf		14873.309363		13301.456989		26974.721427		665.576855		170.902128

		K-S		0.116014		0.26407		0.155224		0.310783		0.284206

		K-S_1		0.000138		0.00012		0.000117		0.000117		0.003978

		K-S_2		0.000001		0.000001		0.000001		0.00001		0.000335

		m_1		21.329803		7.297965		28.643433		2.666321		2.579715

		m_2		59073406.400308		121525986.127468		92727473.16291		93611.096779		588.324751

		MSE		21657.772699		280.786335		12749.899491		14.884171		2.252987






_1108457712.xls
Feuil1

		UA30004 : UFS/REG

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.551402		0.626689		0.672451		0.65943		0.986441

		beta		0.02489		0.001251		0.014592		0.000183		0.001187

		delta		0.070323		0.061096		0.112437		0.078586		0.048119

		RAE		-0.002372		0.036276		-0.004439		0.197073		0.017314

		RRASE		0.000344		0.002021		0.000513		0.012442		0.000621

		RER		47.796629		132.713235		90.873737		1618.916667		24.928571

		tj		-1.154018		2.862849		-1.965985		6.152816		4.173028

		AREm1		0.016419		0.063302		0.012667		0.208044		0.02297

		AREm2		0.063462		0.394275		0.068027		0.057444		0.008853

		Slope		0.920052		0.802155		0.72052		0.545477		0.028752

		t-val		-1644.420933		-16037.693837		-6309.162184		-5133.667422		-460.814419

		mse		216453532.514061		297870265.963466		210815901.031464		1184743.279119		39142.35332

		R^2		0.985715		0.969873		0.965511		0.811919		0.027107

		dL1		355.571456		145.509066		303.283692		10.45807		9.731132

		dL2		2871.31507		4588.772195		4191.735372		220.887005		42.64802

		dLinf		18535.09842		13280.995012		26974.721427		665.82367		330.410781

		K-S		0.145127		0.26407		0.160061		0.310783		0.286934

		K-S_1		0.000133		0.000116		0.00012		0.000116		0.005186

		K-S_2		0.000001		0.000001		0.000001		0.00001		0.000344

		m_1		3.693813		0.575513		29.279327		2.731782		5.812641

		m_2		58075120.812384		121292015.266446		91774180.383981		93715.523863		118.842384

		MSE		21647.056203		283.133458		12757.046714		14.904422		2.271161






_1108457272.xls
Feuil1

		UA30002 : MWAID

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.64486		0.677365		0.732104		0.696065		0.969492

		beta		0.003707		0.003575		0.016487		0.003114		0.024754

		delta		0.059032		0.068046		0.122923		0.085525		0.069756

		RAE		0.549694		2.470995		0.671842		23.400654		0.026573

		RRASE		0.038454		0.137703		0.125596		1.918162		0.001761

		RER		1536.525843		3783.058824		17967.787879		61711.833333		218.142857

		tj		2.389511		4.184237		2.685753		1.536425		3.137012

		AREm1		0.380385		2.402749		0.3268		24.296313		0.021254

		AREm2		0.53274		1.286186		0.319359		508.502792		0.014491

		Slope		0.001084		0.000724		0.000435		0.000378		0.002195

		t-val		-16607.764518		-14602.739		-24133.701308		-25417.629619		-6019.956295

		mse		1.64E+12		1.48E+10		8.53E+11		193439532.590284		5362204.589058

		R^2		0.00054		0.000007		0.000012		0.000004		0

		dL1		11970.969418		2162.555351		14763.860552		236.076254		88.033031

		dL2		232092.11603		21890.823081		169953.711366		2781.949327		597.047812

		dLinf		738847.173654		85501.162627		885975.594504		27718.055711		5626.898091

		K-S		0.250915		0.302705		0.271211		0.182256		0.241517

		K-S_1		0.000438		0.001291		0.001085		0.001116		0.002705

		K-S_2		0.00001		0.000087		0.000029		0.000024		0.000102

		m_1		199.470855		1038.568886		4019.972877		95.416772		62.32598

		m_2		4.68E+10		406887396.632387		2.32E+10		3785225.355219		33322.521645

		MSE		405380.253936		107971.973865		600422.736688		219622.858569		8.085211






_1105710823.unknown

_1108454255.xls
Feuil1

		SA31502 : BEM + POEM with edit rules on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.428037		0.278716		0.607375		0.53523		0.538983

		beta		0.159753		0.385523		0.086413		0.079487		0.261784

		delta		0.182903		0.375303		0.163897		0.133753		0.274988

		RAE		-0.003017		0.005564		0.002881		0.077779		-0.001476

		RRASE		0.000343		0.000924		0.00068		0.007136		0.000132

		RER		47.796629		132.713235		43.540404		1263.166667		4.214286

		tj		-1.476455		3.158028		0.513932		7.440646		-1.379306

		AREm1		0.141852		0.794273		0.001426		0.188833		0.188004

		AREm2		0.273299		0.267419		0.12067		0.151915		0.100393

		Slope		0.00005		0.00001		0.000072		0.000367		0.000059

		t-val		-521203.773245		-1272615.626818		-293598.164224		-427930.273969		-226374.4732

		mse		6449293398.54401		1006400299.05682		5887122542.12674		4430266.58858		15011166.742587

		R^2		0.019933		0.01091		0.015797		0.04994		0.024508

		dL1		46354.440818		1378.520114		72312.644808		976.930039		165.561685

		dL2		411701.757915		22684.539775		452351.6271		4860.079292		2599.94027

		dLinf		11273531.088827		955154.715033		10878301.581659		92140.862014		101506.98763

		K-S		0.269483		0.563043		0.31771		0.571123		0.184095

		K-S_1		0.005706		0.000945		0.011902		0.007403		0.001198

		K-S_2		0.000128		0.000009		0.000518		0.00052		0.000009

		m_1		46223.820971		1353.089585		72147.034162		974.788162		161.317825

		m_2		1.71E+11		492029660.306171		2.06E+11		24131794.791474		6533658.956184

		MSE		122546479.476854		718417.430612		85283920.281944		24641.788639		3770.387749






_1108455922.xls
Feuil1

		SE30200 : EA + POEM with edit rules on EPE

				totinvto		totexpto		totinvwp		totexpwp

		alpha		0.166667		0.071429		0.2		0.25

		beta		0.199573		0.08		0.056853		0.070975

		delta		0.199157		0.079861		0.057576		0.072479

		RAE		0.020452		-0.000424		-0.000011		-0.004258

		RRASE		0.001841		0.00032		0.000008		0.001209

		RER		7.15873		0		0		4.8

		tj								-1.721766

		AREm1		0.489736		0.46189		0.47583		0.565229

		AREm2		0.860699		0.795057		0.643139		0.914724

		Slope		0.690417		1.007998		0.821465		0.556909

		t-val		-26.719831		0.369027		-3.108054		-13.080211

		mse		6449184.389401		1701596.622176		564043.455028		886719.233015

		R^2		0.044816		0.125127		0.046117		0.140081

		dL1		150.278127		114.586306		100.63151		85.491964

		dL2		762.174128		438.310004		267.11424		350.728207

		dLinf		10273.597832		2234.596878		2701.644738		2345.226014

		K-S		0.335898		0.45303		0.725024		0.611171

		K-S_1		0.004172		0.009514		0.022894		0.012225

		K-S_2		0.000243		0.001074		0.004751		0.001661

		m_1		111.276741		90.416196		86.315898		72.721303

		m_2		579939.15197		205824.376163		73771.381354		133183.251924

		MSE		397.940215		168.474534		19.466541		22.579465






_1108456189.xls
Feuil1

		UA30001 : UWAID1

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.620561		0.609797		0.736443		0.427408		0.854237

		beta		0.003001		0.011439		0.004927		0.031136		0.01492

		delta		0.05629		0.068692		0.113728		0.078264		0.054901

		RAE		0.029452		-0.061313		0.273681		0.028723		-0.001054

		RRASE		0.014088		0.06313		0.059352		0.006425		0.000154

		RER		2089.383146		9561.25		4778.750842		1335.25		12.571429

		tj		1.272824		-0.81072		1.442118		3.372052		-1.000928

		AREm1		0.032247		0.215085		0.301287		0.10005		0.142244

		AREm2		0.048697		0.785779		0.327163		0.496965		0.60408

		Slope		1.094096		0.481249		1.072567		0.712362		4.524145

		t-val		63.26638		-250.412317		251.668362		-84.98991		95.035774

		mse		1.58E+10		7600709512.20689		4394594533.95837		77145696.356521		176604876.953132

		R^2		0.512591		0.303827		0.557993		0.289715		0.887685

		dL1		596.187226		420.385343		294.886548		34.53857		77.5042

		dL2		21611.281303		15022.166663		11291.617653		1478.016182		2575.75257

		dLinf		63551.65655		38074.933731		33973.497056		4982.75734		5571.705709

		K-S		0.138666		0.19542		0.172005		0.240222		0.333028

		K-S_1		0.000156		0.000313		0.000152		0.000166		0.000316

		K-S_2		0.000001		0.000001		0.000002		0.000004		0.000004

		m_1		420.393203		349.994953		191.806064		26.120043		74.555192

		m_2		639160123.078325		233629455.763578		183787685.100538		2381564.411634		7031698.651838

		MSE		21702.581133		680.264864		72374.716147		6.188738		4.719708






_1108455282.xls
Feuil1

		SA31102 : EA + POEM with edit rules on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.431776		0.282095		0.649675		0.54065		0.542373

		beta		0.15481		0.382484		0.088308		0.077289		0.251611

		delta		0.17871		0.372879		0.171802		0.132462		0.265461

		RAE		-0.003029		0.005415		3.072079		0.078622		-0.001368

		RRASE		0.000343		0.000924		0.197616		0.006848		0.000134

		RER		47.796629		132.713235		21984.996633		1263.166667		4.214286

		tj		-1.482514		3.069804		3.462019		7.493983		-1.268449

		AREm1		0.247249		0.305886		3.103527		0.136627		0.141322

		AREm2		0.839069		0.743314		2.48386		0.832694		0.813022

		Slope		0.002019		0.006201		0.001398		0.002144		0.11401

		t-val		-66598.361009		-50767.774411		-56476.295963		-319100.152912		-2348.212796

		mse		4.29E+11		2109268538.3696		3.49E+11		101438339.81469		31097934.016246

		R^2		0.285248		0.331433		0.106077		0.073267		0.583497

		dL1		8712.451349		209.140318		19047.870067		375.506112		20.832152

		dL2		92552.652146		5649.013616		151926.588197		2071.748659		632.848437

		dLinf		1077004.345627		62349.953965		1287076.48478		22580.085256		4750.858926

		K-S		0.268439		0.56548		0.282969		0.592872		0.174848

		K-S_1		0.000626		0.000142		0.001349		0.002971		0.000121

		K-S_2		0.000031		0.000004		0.000119		0.000331		0.000003

		m_1		7091.336424		121.698508		16821.9389		335.710041		6.511849

		m_2		4091256244.42787		32056621.324465		9976498434.70211		925493.578187		616428.165734

		MSE		2538434.29137		5233.245413		17895221.213742		2762.541049		6.719825






_1108453161.xls
Feuil1

		SA32401 : TRC + POEM on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.609346		0.660473		0.729935		0.714092		0.918644

		beta		0.015711		0.013405		0.008149		0.013004		0.0412

		delta		0.066935		0.075319		0.115503		0.096483		0.082997

		RAE		0.00426		1.794572		0.008811		8.583848		0.026094

		RRASE		0.002659		0.136953		0.004949		1.094562		0.00176

		RER		545.496629		13162.102941		1095.052189		160159.083333		216.571429

		tj		1.031765		4.024931		1.304839		3.974415		3.088059

		AREm1		0.011499		1.873739		0.016195		9.052501		0.032561

		AREm2		0.045294		1.085755		0.050945		167.516042		0.035043

		Slope		0.004641		0.001383		0.005987		0.000077		0.00085

		t-val		-9969.395507		-22691.002545		-10596.709714		-257718.001108		-9863.558621

		mse		1.86E+10		844974043.129254		6779745582.58994		4632816.433108		3421190.914543

		R^2		0.073288		0.009748		0.152788		0.001337		0.003284

		dL1		14560.862763		795.871446		10873.413842		3057.204653		48.721951

		dL2		59391.991078		8577.243077		35945.309563		11089.850743		635.393362

		dLinf		574183.747724		81039.922431		305925.032217		181126.774726		5623.26133

		K-S		0.57654		0.671957		0.679101		0.618086		0.528733

		K-S_1		0.007525		0.001316		0.010615		0.03715		0.001291

		K-S_2		0.00214		0.000319		0.003172		0.003953		0.000074

		m_1		14138.000358		611.622872		10667.508049		3054.261594		35.052008

		m_2		3224454558.44764		31647084.335031		1331520159.34914		123057534.678162		227128.810542

		MSE		597461.786321		57821.401541		345123.387401		90955.84087		8.127067






_1108453974.xls
Feuil1

		SA31501 : BEM + POEM on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.620561		0.665541		0.733189		0.718157		0.938983

		beta		0.011474		0.010366		0.003411		0.010073		0.034079

		delta		0.064032		0.073056		0.111954		0.094385		0.077184

		RAE		0.011012		1.795432		0.016356		8.68149		0.026518

		RRASE		0.002714		0.136953		0.004984		1.094595		0.001761

		RER		545.496629		13162.102941		1095.052189		160159.083333		216.571429

		tj		1.759076		4.026188		1.925007		4.018385		3.131687

		AREm1		0.013807		1.862897		0.019632		9.122396		0.023251

		AREm2		0.038976		1.076479		0.045082		166.967519		0.023166

		Slope		0.005695		0.001295		0.009061		0.000062		0.000827

		t-val		-7081.518362		-20122.592479		-6627.112369		-235467.850572		-7888.787237

		mse		2.04E+10		900752300.788507		7369912576.95306		4928387.183968		4051522.345025

		R^2		0.078015		0.009793		0.166419		0.001449		0.003182

		dL1		11826.399771		592.466113		8990.375601		3079.332947		59.40001

		dL2		60810.671737		8946.651667		35955.27683		10321.272276		721.890639

		dLinf		586747.079929		82928.233824		311091.457401		181491.21593		6124.266244

		K-S		0.655823		0.621829		0.755534		0.642609		0.271361

		K-S_1		0.00593		0.000749		0.008728		0.037652		0.001466

		K-S_2		0.002411		0.000031		0.003565		0.013273		0.000015

		m_1		11366.515069		384.716426		8764.684061		3076.284065		40.002421

		m_2		3354593814.08772		34293457.108132		1335042589.85321		106586756.484972		293188.115458

		MSE		329962.321757		51860.818894		201686.238913		86551.067553		7.325748






_1106592733.unknown

_1108453005.xls
Feuil1

		SA32402 : TRC + POEM with edit rules on EPE

				totinvto		totexpto		totinvwp		totexpwp

		alpha		0.166667		0.214286		0.6		0.5

		beta		0.209178		0.095294		0.054822		0.077331

		delta		0.208641		0.097222		0.057576		0.080882

		RAE		0.024837		0.012212		0.004468		0.001844

		RRASE		0.002505		0.009418		0.003349		0.006897

		RER		15.047619		63.745455		439		96.2

		tj						0.870185		0.125261

		AREm1		0.277626		0.319994		0.358906		0.291452

		AREm2		0.038501		0.437193		0.339864		0.065088

		Slope		1.049813		0.889102		0.492403		0.488094

		t-val		5.675486		-5.866153		-29.114683		-29.074292

		mse		1564134.568929		1099036.347095		334495.47668		134352.420586

		R^2		0.118686		0.145755		0.051271		0.152992

		dL1		93.850387		73.660582		77.335999		36.006626

		dL2		357.083657		324.219201		198.903089		116.54227

		dLinf		9225.00982		1907.568712		2411.772117		526.697083

		K-S		0.370218		0.394256		0.512926		0.405464

		K-S_1		0.008307		0.004937		0.025815		0.01187

		K-S_2		0.00048		0.00055		0.005716		0.00174

		m_1		67.742001		49.148565		63.252471		23.009902

		m_2		125153.436492		110424.429476		36313.810851		12228.716049

		MSE		205.771445		87.164396		12.024792		6.665178






_1108453134.xls
Feuil1

		SA32402 : TRC + POEM with edit rules on ABI

				turnover		emptotc		purtot		taxtot		employ

		alpha		0.428037		0.273649		0.600868		0.53523		0.535593

		beta		0.159576		0.386953		0.090582		0.080037		0.264157

		delta		0.182742		0.376111		0.166478		0.134237		0.277087

		RAE		-0.003017		0.004665		-0.004634		0.077658		-0.001995

		RRASE		0.000343		0.000919		0.000343		0.007136		0.000115

		RER		47.796629		132.713235		43.540404		1263.166667		3.285714

		tj		-1.476455		2.935939		-2.181065		7.429671		-2.292557

		AREm1		0.141765		0.800557		0.000168		0.188481		0.19163

		AREm2		0.2732		0.274552		0.129189		0.152361		0.095311

		Slope		0.000051		0.000011		0.000074		0.000378		0.000061

		t-val		-518297.124467		-1271595.33757		-299356.759936		-429030.895186		-226384.721498

		mse		6454374062.90037		1002250940.34309		5699475207.59221		4413860.374049		14882185.469617

		R^2		0.020209		0.010893		0.016093		0.049284		0.024288

		dL1		46462.168413		1376.665165		68674.517004		976.207851		164.935238

		dL2		413021.892355		22683.238286		441760.416128		4908.94424		2602.101257

		dLinf		11267495.374102		954635.431137		10651432.662027		92287.143734		101239.573583

		K-S		0.269018		0.562026		0.308806		0.560152		0.181472

		K-S_1		0.00572		0.000944		0.011304		0.007399		0.001194

		K-S_2		0.000129		0.000009		0.000468		0.000517		0.000009

		m_1		46333.467626		1351.329968		68516.217743		974.05822		160.734365

		m_2		1.72E+11		492110673.525442		1.96E+11		24611128.186799		6548363.06355

		MSE		122990136.298221		722481.821905		85506290.215944		24699.529594		3817.999214
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