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SYSTEM QUESTIONNAIRE

(TO BE COMPLETED FOR EACH SYSTEM)

NAME OF SYSTEM:
SVMtorch



1. Contact Details

Name:
Hugh Mallinson/ Prof. Alex Gammerman

Organisation:
RHUL   

Email Address:
hugh@cs.rhul.ac.uk / alex@cs.rhul.ac.uk



2.
SYSTEM

2.1
Ability of the system to utilise data in different formats or from different systems.


C coded SVM System takes data in ‘flat’ format. Matlab code, acts as a data management tool. Matlab can read in excel worsk sheets and lotus 123 worksheets.

As SVM imputes one variable at a time, the data must be manipulated to impute multiple varialbes.

2.2
Ability of the system to export clean data in different formats.


Matlab can write delimited files (tab, space, comma separated) and also Lotus worksheets. 

The SVM itself outputs tab or comma separated values

2.3
Features of the system that make it easier/harder to use e.g. quality of help and accompanying documentation.


The SVM is called at the command line. There is no graphical user interface. It requires expertise to use effectively.

2.4
Versatility of the system in terms of handling data from different sources (i.e. types of survey/administrative data).


SVM treats data like iid draws from a fixed distribution. 

2.5
Versatility of the system in terms of handing different variable types.


System accepts all variable types

2.6
Versatility of the system to be combined with other edit/imputation systems.




2.7
System features – portability, does the system only run under Windows, LINUX, UNIX & other platforms.


C code can be compiled on UNIX LINUX and Windows.

2.8
Software and hardware requirements.


We have chosen to use MATLAB for Preprocessing dn Data Management. 

2.9


Availability and quality of tools to assist with setting up system and validation of output e.g. visualisation tools.


Matlab offers some tools for visualisation. 

2.10
Record changes made to the data.




2.11
Analyse/interpret changes made to the data and their effect on outputs of interest.


no 

2.12
Level of knowledge/skill required to operate each stage of the process.


SVMs are similar to neural nets in this respect. In theory the approach can be entirely automated.  A range of parameter values can be prespecified for cross-validation. 

The model is not intuitive or transparent however, and understanding the effect of parameter choices requires knowledge/experience.   

2.13
The amount of resources i.e. minimum number of hardware/man hours required for processing 100,000 records.


Manual Time:
5 mins

Computational Time
Each variable exhibiting missingness requires the separate training and validation of an SVM.

For one variable:

training:   5 fold Cross Validation each setting =  150 seconds. 

                30 settings minimun = 2 hours for training. (using 5000 training 

                examples with 14 variables).*

testing :    800seconds to predict 100,000 values.

Total for one variable with missingness: 

(training on 10,000/testing on 100,000)= approx. 2.5 hours.

Ten variables will require 10 times this value.

*(Cross Validation time can increase by a factor of 10 depending on the complexity of the preprocessing.)
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