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1 Introduction

In this document, the censored estimator for stratified designs without use of auxiliary information is evaluated. A description of this estimator can be found in section 2. 
We wrote a program in Visual Basic to compute the censored estimator for different data-sets, among of which the ABI data-set and the EPE data-set. These computations were carried out under Windows 2000 (see for more information the questionnaire C01HQ). We did not try to find the fastest algorithm, however, as far as we can see, the used algorithm is fast enough. The complete computation time of our censored estimator was less than a second for all considered data-sets. 

Especially on behalf of the Euredit project we actually replaced original values by the truncated values to create “imputations”. This was done by hand and took more time. We note, however, that our computer program computes censored estimates without using these imputations. 

The censored estimator is not really an edit/imputation method. A regular edit/imputation method identifies suspicious data scores by means of failed edits and tries to handle/fix these scores. The censored estimator assumes that there are no errors in the data set. It treats representative outliers, i.e. it replaces large true values by smaller incorrect values. Hopefully, this decreases the mean squared error of the estimated mean. 

We used the ABI-data and the EPE-data after editing and imputation, because the censored estimator assumes that there are no errors and no missing values. The editing and imputation was done by Jeroen Pannekoek. 

2 Method 1: the censored estimator without auxiliary information

2.1 Method

In stratified sampling designs the population is divided into, say 
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The censored estimator uses an estimated optimal
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We define for each stratum h: 
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of the h-th stratum. 
Then we define the following system of equations:
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This system can be solved by iteration. In the beginning we assume that there is exactly one element in each stratum larger than 
[image: image17.wmf]h

t

. Then we can compute 
[image: image18.wmf]1

hm

p

, 
[image: image19.wmf]1

hr

q

, 
[image: image20.wmf]1

hm

m

 and 
[image: image21.wmf]1

hr

m

for all h. We solve the system (1). With the solution  
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Based on this 
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 we define truncated values:
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that is all values of stratum 
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 without use of auxiliary information is defined as 
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where N denotes the population size. For more details about the censored estimator we refer to Renssen et al. (2002, chapter 4). 

This estimator is compared with the direct estimator: 
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In order to compare the censored estimator with the direct estimator we have chosen for two indicators, namely 
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Here, 
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values of the data set (Euredit project 2001, formula (30) and (12) respectively). Both indicators are interesting in view of statistical outlier detection. 

2.2 evaluation

2.2.1 ABI

2.2.1.1 technical summary
Method: censored estimator

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; a self-written program in visual basic. 

Test scope: censoring

2.2.1.2 Edit criteria

For the following variables the optimal t is computed: Turnover,  emptotc, purtot, taxtot, stockbeg, stockend, assacq, assdisp, employ. 

2.2.1.3 Edit rules

First, for the target variable the estimated optimal
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 depends only on the target variable under consideration. All values of stratum 
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2.2.1.4 Edit training

Not applicable

2.2.1.5 Imputation

Not applicable

2.2.1.6 results

In the following tables we compare the censored estimator with the direct estimator by means of the MSE and the ARE. 

MSE for the ABI data

	
	turnover
	emptotc
	purtot
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	employ

	MSE (dir)
	19072,86
	200,9629
	10353,66
	3,003777
	55,38583
	60,45622
	46,26489
	3,118148
	2,062638

	MSE(cen)
	15010,37
	162,3769
	8253,92
	2,557037
	50,73651
	55,73573
	52,33632
	1,744263
	1,685584

	ratio
	1,270645
	1,237633
	1,254393
	1,17471
	1,091636
	1,084694
	0,883992
	1,787659
	1,223693


For all variables except one we see that the ratio is larger than 1, indicating that the censored estimator performs better than the direct estimator. In most cases the censored estimator is a little better, but for one variable (assdisp) it is much better. This is strange because we just changed a few values: we would expect little change in the MSE. 

Absolute relative error for the ABI data

For k=1:

	
	turnover
	emptotc
	purtot
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	employ

	AREm1(dir)
	0,001762
	0,012484
	0,012404
	0,010234
	0,002337
	0,008901
	0,117383
	0,036925
	0,007966

	AREm1(cen)
	0,191321
	0,117937
	0,182558
	0,123349
	0,150373
	0,129077
	0,313245
	0,959747
	0,099432


For k=2:

	
	turnover
	emptotc
	purtot
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	employ

	AREm2(dir)
	0,013784
	0,019839
	0,025437
	0,019786
	0,010103
	0,013475
	0,286359
	0,024384
	0,018782

	AREm2(cen)
	0,688311
	0,541409
	0,670037
	0,530317
	0,601255
	0,549505
	0,797576
	0,942154
	0,498225


We can see that the absolute relative error is always much larger for the censored estimator. This suggests that  large true values are replaced by smaller incorrect values, which the method is supposed to do. 

2.2.1.7 Strengths and weaknesses of this method

We consider the MSE as the most important measure. In almost all cases the censored estimator has a smaller MSE than the direct estimator. 

2.2.2 EPE

2.2.2.1 technical summary

Method: censored estimator

Hardware used: Pentuim IV, 1.5 GHz, 256 MB RAM

Software used: Windows 2000: a self-written program in visual basic. 

Test scope: censoring

2.2.2.2 Edit criteria

The following variables are considered: totinvto, totexpwp, totexpwm, totexpap, totexpnp, totexpot, totexpto, subtot, rectot. 

2.2.2.3 Edit rules

First, for the target variable the estimated optimal
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 depends only on the target variable under consideration. All values of stratum 
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2.2.2.4 Edit training

Not applicable

2.2.2.5 Imputation

Not applicable

2.2.2.6 results

In the following table, we compare the MSE of the censored estimator with the MSE of the direct estimator. 

MSE for the EPE data

	referenc
	totinvto
	totexpwp
	totexpwm
	totexpap
	totexpnp
	totexpot
	totexpto
	subtot
	rectot

	MSE(dir)
	101,7939
	2,695849
	4,292839
	0,950711
	0,006622
	10,39992
	30,5247
	0,010181
	0,252201

	MSE(cen)
	105,5029
	2,646678
	3,671628
	1,062333
	0,008221
	10,40761
	30,94296
	0,006485
	0,249357

	ratio
	0,964845
	1,018578
	1,169192
	0,894927
	0,805498
	0,999261
	0,986483
	1,569931
	1,011405


Here the results are not as clear as for the ABI data. For some variables the censored estimator performs better, for other variables it performs worse. 

Absolute relative error for the EPE data

For k=1:

	
	totinvto
	totexpwp
	totexpwm
	totexpap
	totexpnp
	totexpot
	totexpto
	subtot
	rectot

	AREm1(dir)
	0,09612
	0,171723
	0,113272
	0,215558
	0,456445
	0,068202
	0,185711
	0,001032
	0,121155

	AREm1(cen)
	0,157899
	0,217477
	0,187756
	0,339534
	0,643368
	0,11288
	0,286178
	0,387558
	0,38553


For k=2:

	
	totinvto
	totexpwp
	totexpwm
	totexpap
	totexpnp
	totexpot
	totexpto
	Subtot
	rectot

	AREm2(dir)
	0,015915
	0,030341
	0,017132
	0,03165
	0,50625
	0,01558
	0,190207
	0,000172
	0,04591

	AREm2(cen)
	0,524687
	0,187159
	0,072257
	0,118542
	0,772124
	0,102483
	0,37748
	0,78966
	0,193094


Similar to the results for the ABI-data, the absolute relative error is always larger for the censored estimator. This suggests that  large true values are replaced by smaller incorrect values, which the method is supposed to do. 

2.2.2.7 strength and weaknesses of this method

We consider the MSE as the most important measure. The censored estimator has sometimes a smaller MSE and sometimes a larger MSE than the direct estimator. It is not clear whether one should use the censored estimator or not. 

The results for the  EPE data are different from the results for the ABI data. We do not think this is caused by the zeros in the EPE data. Actually, the values of variable subtot are zero for 1024 of 1039 elements. Perhaps the gain in the EPE data is smaller because there are so many strata. Thus we have to estimate a lot of parameters 
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. It is also possible that the problem of outliers is already tackled by the stratification. 

3 relative strength and weaknesses of the censored estimator in general

If we consider the results computed by NAG (MSE and ARE) we cannot decide whether the censored estimator is better than the direct estimator. 

Based on our own simulations studies we concluded that in many  simulation studies the censored estimator performs virtually as good as the direct estimator. In some simulation studies the censored estimator performed better. We did not find situations in which the censored estimator was really worse than the direct estimator. 

In the following cases the censored estimator is expected to perform equally well as the direct estimator:

· In samples without outliers, 

· In large samples, 

· If the outliers are explained by sampling design or by auxiliary information. 

We expect the censored estimator to be fruitful in relatively small samples containing a few big outliers. Unfortunately, we cannot give a general rule how small the sample should be or how big the outliers should be to expect gain. 

The censored estimator is developed for univariate data. It is not applicable for multivariate data. The censored estimator only applies for continuous variables. 

The censored estimator cannot (yet) handle both small (negative) outliers and large outliers. For example, if the regression estimator is used also small outliers may occur. Then a two-sided censored estimator might be preferable.  

The censored estimator should be applied on data without missings and without errors. This can be seen as a disadvantage. But we think that things become more clear if we distinguish the processes of editing, imputation and estimation. 

4 conclusion

4.1 discussion of results

There are no clear results if we consider the computations from NAG. 

4.2 weaknesses of the censored estimator

The censored estimator works with univariate data. It cannot handle multivariate data. The censored estimator is only suitable to handle large (representative) outliers. For some situations one may handle small outliers too. 

4.3 areas of further study

The one-sided censored estimator is developed for data with large representative outliers. This is the typical situation in practice. However, in some cases there are small outliers too. Especially if auxiliary information is used, there are small (negative) and large outliers in the residuals. Therefore we are developing a two-sided censored estimator. For simple random sampling designs the theory is given in Renssen et al. (2002). For stratified simple random sampling designs the work is in progress. 

The censored estimator considers one variable at the same time. This is not satisfactory if there are relationships between the variables, because these relationships are disturbed if the censored estimator is used for every variable separately. We like to find a way to handle this. 

Often we are interested in estimations of sub-populations too. If we use the censored estimator, the estimation of the total population is not equal to the sum of the estimations of the sub-population. How can we fix this?

If there is auxiliary information given, we compute the residuals and then we just apply the censored estimator to the residuals. Is there a better way to use censoring in this case?

In practice, most samples are repeated every year (month). Then it could be possible to use previous samples to get an improved estimate of the optimal cut-off value. 

In practice, we are often not interested in the mean of one year but in the change of the mean between the years. How to use the censored estimator for changes?
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