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1 Introduction

An important set of activities of the EUREDIT project have been finalised to the evaluation of imputation methods that are currently used both in official statistical institutes and in academic and private sectors. The results of this evaluation can be considered as a benchmark, to be compared with the results obtained by using advanced techniques, mainly neural networks, whose development and evaluation are the most important target of the project.

In choosing imputation methods, we have considered two great categories. 

The first one is composed by methods and software currently used for this purpose inside National Statistical Institutes (and developed by themselves). Some of them perform contemporarily error localisation and imputation of errors and missing values, and are based strictly or loosely on the minimum change principle.

Examples in this group are NIM-CANCEIS
, GEIS
 and CONCORD-SCIA
. 

SCIA (applicable to categorical data) and GEIS (for continuous data) are strictly based on the Fellegi-Holt methodology of the minimum change, based on the consideration of the set of edits failed by a given record. Their error localisation process can be said as “edits driven”. Once errors have been located on a subset of the variables in the current record, a suitable donor record is searched to assign its values to this subset.

On the contrary, CANCEIS looks for edits failures in the current record and, if any, searches for the most similar correct record. The error localisation step is based on the differences between current and donor record, and in this sense it can be said as “data driven”. This approach is most suitable for hierarchical data, as those related to individuals in a household. A combination of CANCEIS and SCIA has been used to develop an application for error localisation and imputation of the Sample of Anonymised Records from the UK 1991 Census: CANCEIS to handle data connected by inter-individuals constraints, SCIA to deal with data subject to intra-individual edits.

These systems are mainly suitable for categorical data (though NIM-CANCEIS, in principle, could be applied to both types of data), so to deal with continuous data deriving from business surveys, GEIS has been chosen, and applied to the Annual Business Inquiry.

Also CHERRY PIE from Statistics Netherlands, applicable both to categorical and continuous data, is based on the Fellegi-Holt methodology, but differently from the previous systems, it does not perform error localisation and imputation in just one step, but in a more complex way.

The method adopted by Statistics Netherlands is the following. 

The first step consists of solving the problem of identifying the errors in the data. A prerequisite for applying the Fellegi-Holt paradigm successfully is that systematic errors have already been removed. 

The second step is the imputation of the missing values, both the values that were originally missing as well as the values that were set to missing in the error localisation phase. In so doing, different standard imputation methods can be used. These methods include deductive imputation, (multivariate) regression imputation, certain hot deck methods and a combination of regression and hot deck. 

During the imputation step, edit rules are not always taken into account. As a third and final step one can modify the imputed values such that all edits become satisfied. To ensure consistent imputation a prototype computer program called EC System has been developed. This method of modifying imputed values was only needed for the Environmental  Protection Expenditures data. The imputation strategy for the Annual Business Inquiry data led by definition to imputations consistent with the edit rules.

This group of methods includes DIS
, the Donor Imputation System, which is a pure imputation tool, based on the search of a minimum distance donor to impute missing values and variables flagged as erroneous. It is of universal use, and actually it has been applied to every evaluation dataset: Danish Labour Forces Survey, UK SARS, UK ABI, Swiss EPE and German Socio-economic Panel Data.

Still belonging to methods developed by NSIs is the “integrated modelling approach to imputation and error localisation (IMAI)”, adopted by Statistics Finland. It can be used both for error localisation and imputation, and is based on the following sequential steps, for each variable of interest in a dataset:

1. first, training data and auxiliary variables are chosen;

2. the parameters of a model for error localisation and/or imputation are estimated;

3. optimal criteria for error localisation and/or imputation are defined;

4. error localisation and/or imputation are carried out.

Criteria of point 3 need to be specified:

· as for error localisation,  in order to decide when a value is erroneous or not: in other terms, we need to specify a cutoff probability of error;

· as for imputation, if the model estimates are directly used as imputable values, the method is model-donor,  and criteria relates to the assumptions for direct predictability; while, if the method is real-donor (as in the case of Regression Based Nearest Neighbour, RBNN), criteria concern metrics to evaluate the neighbourhood of donors to the recipient record.

IMAI has been applied here for the imputation of four different datasets: LFS, SARs, ABI and GSOEP. In the case of ABI and GSOEP also error localisation has been performed.

Commercial tools, or academic freeware, used mainly outside NSIs (universities and private sector) represent the second group of methods. Their main characteristic is that they are “pure” imputation tools, and they do not ensure plausibility in data, unless you post-process imputed data.

Examples in this group are SOLAS
, the procedures for imputation in standard software packages as SPSS
 and S-PLUS
, and the software for the application of the E-M algorithm
 downloadable by the net.

We think that the inclusion of this second group is important, given their increasing importance and diffusion in the statistical community. 

SOLAS has been applied to the Danish Labour Forces Survey dataset, in order to perform single imputation of the only variable with missing values, i.e. the individual income.

SPSS and S-Plus packages have been used  in the complex procedures developed together with CHERRY PIE and EC System, to impute data from ABI and EPE.

The E-M algorithm has been applied to ABI dataset, to impute a subset of the most important variables.

Standard methods have been applied to all datasets that were chosen for the evaluation: in this way, the results obtained can be considered as a complete benchmark for the evaluation of new advanced techniques. The great majority of applications to data have been developed in a personal computer environment (WINDOWS NT 4.00 and WINDOWS 2000), the only exception regards GEIS application, carried out in a UNIX environment.

2 Methods

2.1 Method 1: CANCEIS/SCIA for error localisation and imputation

2.1.1 Method Description

This section outlines the CANCEIS-SCIA method applied by ISTAT on the two versions of the Sample of Anonymised Records from U.K. 1991 Census (SARs data set): newhholdme data set with missing and erroneous values and newhholdm data set with only missing values. 

The CANadian Census Edit and Imputation System (CANCEIS), developed by Statistics Canada, performs the simultaneous hot-deck imputation of qualitative and numeric variables based on a single donor (Bankier, 2000). It minimises the number of changes, given the available donors, while making sure the imputation actions are plausible according to a pre-defined set of conflict edit rules. The conflict rules are used to determine if a record passes (it can be used as donor) or fails (it needs imputation) and can be defined by conjunctions of logical propositions or numeric linear inequalities. The rules are supplied by the user in the form of Decision Logic Tables (DLTs).

CANCEIS has been developed to perform editing and imputation of Census data that are characterised by having a hierarchical structure: data are collected at the household level with information for each person within the household. The system is designed to identify donors for the entire household, not only for individuals, using between persons edit rules as well as within person edit rules. Searches for donors (and imputations) are restricted to households of the same size, that is, to households having the same number of individuals.

CANCEIS identifies as potential donors those passed edit households which are as similar as possible to the failed edit household to be imputed. The system examines a number of passed edit households. Those with the smallest distance are retained as potential donors and are called nearest neighbours. For each nearest neighbour the smallest subsets of variables which, if imputed, allow the imputed record to pass the edits are identified. One of these imputation actions which pass the edits is randomly selected.

CANCEIS consists of two main parts: the DLT Analyzer, and the Imputation Engine. The DLT Analyzer reads the DLTs supplied by the user and the set of variable information files. The DLT Analyzer uses the variable information files to verify that the DLTs are constructed properly, and then it proceeds to create one unified DLT that is used by the Imputation Engine. The Imputation Engine was built based upon the Nearest-neighbour (formerly known as New) Imputation Methodology (NIM) that was introduced for the 1996 Canadian Census. The Imputation Engine reads the unified DLT provided by the DLT Analyzer, as well as the actual data to be edited and system parameters to find the records that are incomplete or fail the conflict rules. The Imputation Engine then searches for donor records that resemble the failed record and uses data from those donor records to correct the failed record such that the minimum possible number of fields are changed.

The approach implemented in the system is data driven: CANCEIS can impute more than the minimum number of variables but it less likely creates implausible imputed response or falsely inflates the size of small but important groups in the population. CANCEIS is dependent on having a large number of donors that are close to the record being imputed.

The Sistema di Controllo e Imputazione Automatici (SCIA), developed by ISTAT, performs automatic editing and imputation of qualitative variables based on the Fellegi-Holt methodology: it minimises the number of changes while making sure the imputation actions are plausible according to a pre-defined set of conflict edit rules. The conflict edit rules, used to determine if a record passes or fails, can be defined only by conjunctions of logical propositions and are supplied by the user in the normal form (Fellegi-Holt, 1976).

The set of supplied edit rules (explicit edit rules) is checked to identify redundancies and contradictions among them, and when it is contradiction-free (minimal set of edits) a step of implicit edit generation is performed in order to obtain the complete set of edits. The complete set of edits are applied to data to determine the minimal set of variables to be corrected (the minimal set of variables to impute is determined by identifying those variables which "cover" all the edits activated by the incorrect record) and to perform the imputation step. 

SCIA offers three possible correction techniques: the joint imputation, the sequential imputation and the imputation based on marginal distributions. The first two are correction techniques of the "donor" type whilst the third technique is based on the analysis and utilisation of simple marginal distributions. The preferred technique is, generally, the joint one. In the case where it is not possible to identify a suitable donor using joint or sequential methods, the system applies the method based on the simple marginal distribution (see the SCIA Overview inside the EUREDIT User Guide for more details). 

We remark that between persons edit rules are hardly processed by Fellegi Holt methodology because of the computational limitations arising at the growing of the number of sub-units inside the unit: the higher the number of sub-units in the unit, the higher is the number of generated implicit edits and the implicit-edit generation process can become too complex to accomplish. Therefore the SCIA system is suitable to treat invalid or inconsistent responses for qualitative variables when only within person  edit rules are specified. 

The SARs data sets contain information on people (sub-units) within households (unit) and therefore have a hierarchical structure. Variables can be of person type (they refer to individual features and are collected at individual level) or household type (they refer to household features and are collected at household level). Person variables can be classified in demographic variables (sex, age, marital status and relationship to household head)and non-demographic variables (cobirth, distwork, hours, ltill, migorgn, qualnum, qualevel, qualsub, residsta, termtim, urvisit, workplce, econprim, isco1, isco2).

Values of demographic variables are related among different persons within the household and also inside the person. The relationships of the first type are specified by between persons edit rules and involve variables belonging to different sub-units (they are also named inter-records edit rules as, generally, information about a person are recorded on a single record), while the relationships of the second type are specified by within person edit rules and involve variables belonging to the same sub-unit (they are also named intra-record edit rules). The features of the constraints defined for demographic variables suggest to edit them as a group for the whole household.

Values of non-demographic variables are related only inside the person, therefore for this type of variables it is possible to define only within person edit rules. We remark that some demographic variables are also connected with non-demographic variables, this obliges to specify constraints (edit rules) involving values of both types of variables (demographic and non-demographic type). The features of the constraints defined for non-demographic variables allow to edit them as a group for individual persons.

As regards household variables (bath, cenheat, insidewc, cars, hhsptype, roomsnum, tenure), it is only possible to specify edit rules at the household level. Also these edit rules are intra-record edit rules (like the within person edit rules) because information about the household are generally recorded on a single record. The household variables can, obviously, be edited only as a group for the household.

The CANCEIS and the SCIA systems have been jointly used to handle the SARs data. We separated the handling of the person variables from the handling of the household variables. 

The person variables were edited and imputed by a two-phases process: in the first phase the demographic variables were handled by CANCEIS system using the between persons edit rules and the within person edit rules specified for the demographic variables; subsequently the non-demographic variables were handled by SCIA system. The two editing and imputation phases were separately performed. 

After the first phase was carried out, we realised that, because of the perturbation process, all households having eleven individuals failed the CANCEIS edit rules. This caused CANCEIS was not able to provide a corrected outcome for those households because there were no donors to impute the failed households. Therefore, the demographic variables in those households remained uncorrected. 

Therefore, designing the second phase, we separated the records considered “corrected” according to CANCEIS system (passed household plus imputed households) from the records “not corrected” by CANCEIS system because there were no donors (not imputed failed households) and implemented two different SCIA applications.

The first SCIA application was implemented for the set of records corrected by CANCEIS system. This SCIA application performed editing and imputation of the non-demographic person variables. At this aim only the edit rules specified for non-demographic variables were used (non-demographic edit rules). Because of constraints connecting values of some demographic variables (sex, age and marital status) with values of non-demographic variables, during the processing of the second phase it was necessary to maintain fixed all the values of the demographic variables handled in the first phase. Their fixity was due to guarantee the data coherence with all the edit rules (used in both phases), that is, the final correctness of results.

The second SCIA application was implemented for the set of records not corrected by CANCEIS system. This SCIA application performed editing and imputation of the non-demographic person variables as well as the demographic ones. At this aim we used the non-demographic edit rules together with the within person edit rules specified for the demographic variables (demographic within person edit rules). The goal was to accomplish a partial E&I of the demographic variables. Processing this application, the fixity for the demographic variables was removed allowing the SCIA system to impute them. We remark that the demographic between person edit rules could not be used by SCIA system and therefore the data coherence with this set of edit rules was not guaranteed. In other words, the values of the demographic variables were not checked (and, of course, not corrected) according to the set of between person edit rules specified for them.

The household variables were edited and imputed by SCIA system using an application that was independent from the applications used for the person variables. The household variables were edited and imputed at a household level that is using only one record for each household in order to avoid to have values that differ from a person to another in the same household. At the end of the editing and imputation process the values of the household variables were copied for each person belonging to the household in order to obtain a corrected data set having the same structure than the perturbed one, that is, individual records having the values of all variables. 

To summarise, CANCEIS and SCIA systems were jointly used to edit and impute SARs data. A CANCEIS application was implemented to handle demographic person variables, two SCIA applications were implemented to handle the non-demographic person variables separating the records corrected by CANCEIS from the records not corrected by CANCEIS. Finally an independent SCIA application was implemented to handle the household variables. 

We remark that CANCEIS and SCIA are suitable for editing and imputation of random errors. We assumed that the errors introduced into data were of random type because, at the end of the whole process, the examination of the edit rules failing frequencies and the transition matrices, between raw data and clean data, showed no evidence of systematic errors, according to the random assumption.

Whatever the data set to be processed, some pre-processing of data were required such as coding of data and placement of household head in first position. As already stated, the CANCEIS application was performed by households having the same number of individuals, that is imputation strata were defined by the size of the household, while in the SCIA applications the area code was used as key variable for search and selection of passed edit records to be included in the pool of possible donors (when a key variable is specified a failed edit record is corrected with a donor having the same value for the key variable). 

2.1.2 Evaluation

Dataset Sample of Anonymised Records (SARS) with missing values and error

The perturbed evaluation SARs data set with both missing and erroneous values contains the responses of 492472 individuals belonging to 196224 households.

Technical Summary 

Name of the experiment: application of CANCEIS-SCIA to SARs (with missing values and errors)

Method: Nearest-neighbour Imputation Methodology and Fellegi-Holt Methodology.

Hardware used: SIEMENS SCENIC 850, 264 MB RAM.

Software used: CANCEIS, SCIA, SAS on Windows NT Version 4.00.

Test scope: Editing and Imputation.

Setup time: 2160 min.

Edit run time: N/A

Imputation run time: 12876 sec.

Complete run time: 12876 sec.

Edit rules 

We chose to handle only the two digit code ISCO variable (ISCO2) because the one digit code variable (ISCO1) is just a version of ISCO2 with collapsed categories. The values for the ISCO1 variable were obtained at the end of the editing and imputation process from the values of the corrected ISCO2 variable.

Except for the identification, the area code and ISCO1 variables, all variables were edited and imputed.

The between persons and within person edit rules defined in the CANCEIS application for editing and imputation of demographic variables are reported in the Technical details A.

Rules 0 to 14 are defined as hard edits rules that must be passed, whilst rules 15 to 23 are defined as soft edits rules which ideally will be passed although each case will have to be looked at individually. 

The possibility to look at each case failing soft edit rules was, of course, discarded. The CANCEIS application was performed using hard edits rules to identify households that need imputation (in the following “consistency” edit rules) while soft edit rules were used as “donor selection” edit rules. This means that the soft edit rules were not applied to identify households that need imputation but were used to place additional restrictions on the imputation actions and on which passed households were used as donors. 

In addition to the consistency edit rules, CANCEIS system also uses the validity edit rules defined in phase of supplying the set of variable information files. The validity edit rules enable the system to find the invalid data, that is, the missing values or values outside the set of valid responses defined for each variable. 

SCIA can use only hard edit rules so, for editing the non-demographic person variables we selected only the hard edit rules received from ONS. From an analysis of the relationships between the variables, carried out on the clean development data set, we derive 23 additional person edit rules and added them to the received hard ones. The obtained minimal set of edits rules (reported in Technical details A) was used for editing the non-demographic person variables in the records corrected by CANCEIS system.

For editing both demographic and non-demographic person variables in the records not corrected by CANCEIS system we added the within person edit rules specified for demographic variables (rules 0, 1, 9, 10, 11, 12, 13 of the Technical details) to the set of edit rules defined for non-demographic variables. The resulting minimal set is reported in the Technical details. 

As regards the handling of the household variables only four hard edit rules were specified. They are as follows:

Table 1.1
 Set of household edit rules used to edit household variables

	ID number
	Edit rules

	1
	hhsptype(1-7,14) bath(2,3) insidewc(1)

	2
	hhsptype(1-7,14) bath(1) insidewc(2,3)

	1
	hhsptype(14) roomsnum(11-15)

	2
	hhsptype(14) tenure(6-10)


Both methodologies implemented in CANCEIS and SCIA are edit rule based. The specification of the edit rules is a critical part of the whole editing and imputation process as the quality of the results highly depends on the quality of the rules. 

Editing, error localisation and imputation

Before showing the results, we report some consideration about the error localisation process. 

CANCEIS is an editing and imputation system but is not possible to separate the error localisation and the imputation processes. The outcome data set contains all the household records, that is, one line contains all variables of a household whether they have been imputed or not. In CANCEIS application, the error localisation is a process that can be derived from the imputation process: we can obtained the information about the variables deemed erroneous by the system (that is localised as erroneous) by comparing each raw value (from the perturbed data set) to the corresponding corrected value (from the corrected data set). 

Unlike CANCEIS, in SCIA system the error localisation is a process preceding the imputation one. The values localised as erroneous are then imputed by the system. But unfortunately, the localisation process doesn’t create an output file indicating which are the selected variables. The localisation process is executed jointly to the imputation process and the created output files document only the imputation aspects. Like CANCEIS application, we can obtained the information about the variables deemed erroneous by SCIA by comparing each raw value to the corresponding corrected value. 

Finally, we remind that the perturbed data set and, of course, the final corrected one, are individual data set where the values for the household variables are repeated at each individual level, that is for each person belonging to the household. This causes an inflation of the number of imputations for the household variables because it is not computed at the household level. 

The CANCEIS system found 117113 failed households on a total of 196224 households (59.7%). 

Households coming from size 1-10 (passed household plus imputed households) were imputed by CANCEIS system and considered corrected according it. These households lead to a total of 492087 individuals. All CANCEIS imputation were, of course, of joint type that is based on a single donor. Among records corrected by CANCEIS, the SCIA system found 215736 failed records (43.8%). Eighty-four failed records were not corrected by SCIA system because it was not able to find a minimal set of variables to impute (this results was due to the fixity constraints on demographic person variables). They remained uncorrected according to the non-demographic edit rules. As regards failed records corrected by SCIA, 137775 records were imputed by the restricted joint imputation, 77452 records were imputed by the relaxed joint imputation, and 425 records were imputed by the sequential imputation.

Households having size 11 were considered not corrected by CANCEIS system because the percentage of failing household was 100% and CANCEIS was not able to find a donor to impute the failed households. The not imputed failed households lead to a total of 385 individuals. The SCIA system found 251 failed records (65.2%). All failed records were corrected by SCIA system. The system imputed 91 records by the restricted joint imputation, 144 records by the relaxed joint imputation, and 16 records by the sequential imputation. Inside the records imputed by sequential method, two variables were imputed by marginal distribution.

As regards the application on household variables, the SCIA system found 71534 failed household records on a total of 196224 household records (36.5%). All failed records were corrected by SCIA system. The system imputed 56589 records by the restricted joint imputation, 8491 records by the relaxed joint imputation and 6454 records by the sequential imputation.

Results

All evaluation results for SARs data set with missing and erroneous values can be found in Technical details A.

The editing indicators were computed excluding cases whose perturbed value was missing.

No value of the cenheat and roomsnumber household variables were considered as erroneous (SCIA system carried out imputations only on the missing values). This implies that the system always failed in detecting the errors, providing alpha’s equal to one, but did never consider as erroneous a true value (did not introduce errors in true data) providing beta’s equal to zero. This was because no consistency edit rules implying the previous mentioned household variables were failed by the records. At this regard, we remark that only four hard consistency edit rules were defined for household variables.

No value of the cars and tenure variables were considered as erroneous (also for these variables the SCIA system carried out imputations only on the missing values). But, their alpha=beta=delta=0 for cars and tenure variables say that these two variables have never been perturbed with values different from the missing one. In this case the error detection performance cannot be evaluated (the combination of alpha=beta=0 does not mean that the system has an excellent error detection performance).

For the remaining household variables and the person variables the alpha’s range from 0.079 (sex) to 0.998 (migorgn) pointing that the proportion of undetected errors greatly varies per variable. The beta’s range from 0 (cobirth, ltill and residsta) to 0.023 (hhsptype) pointing that the proportion of true values localised as erroneous is generally low. At this regard we remind that the proportion of introduced errors is quite low and that while alpha’s are computed on the number of errors, the beta’s are computed on the number of non perturbed values.

The imputation indicators were computed on the subset of missing values imputed by the system.

For categorical variables the failing in preservation of the true values (predictive accuracy) is evaluated by the D statistic. The D’s show a large variability ranging from 0.050 (qualnum) to 0.981(urvisit). As regards the two continuous variable (age and hours), all statistics evaluating their predictive accuracy show a better performance for age. 

As regards the distributional accuracy for categorical variables, we cannot compare the W’s values belonging to different variables because that statistic depends on the number of categories. For continuous variables, the low value (0.008) of KS statistic for age shows that the distribution is preserved reasonably well. Differently, the preservation of the distributional accuracy of the hours variable is not as good (KS=0.254). Similar results are observed for the preservation of the estimated mean and variance. 

Dataset Sample of Anonymised Records (SARS) with only missing values

The perturbed evaluation SARs data set with only missing values contains the responses of 492472 individuals belonging to 196224 households.

Technical Summary

Name of the experiment: application of CANCEIS-SCIA to SARS (only missing values)

Method: Nearest-neighbour Imputation Methodology and Fellegi-Holt Methodology.

Hardware used: SIEMENS SCENIC 850, 264 MB RAM.

Software used: CANCEIS, SCIA, SAS on Windows NT Version 4.00.

Test scope: Imputation.

Setup time: 2160 min.

Edit run time: N/A

Imputation run time: 11539 sec.

Complete run time: 11539 sec.

Edit Rules 

Because the edit rules used for the SARs data set with only missing values were identical to the rules used for the SARs data set with missing and erroneous values, we refer to that section for their description.

Editing and Imputation

The CANCEIS system found 95267 failed households on a total of 196224 households (48.6%). Very few households (eight) failed some consistency edit rules.

Households coming from size 1-10 (passed household plus imputed households) were imputed by CANCEIS system and considered corrected according it. These households lead to a total of 492087 individuals. All CANCEIS imputation were, of course, of joint type that is based on a single donor. Among records corrected by CANCEIS, the SCIA system found 192103 failed records (39.0%). Some conflict edit rules (7426) were failed but the majority of records failed only the out-of-domain edit rules (always due to the “missingness”). Three failed records were not corrected by SCIA system because it was not able to find a minimal set of variables to impute (this results was due to the fixity constraints on demographic person variables). They remained uncorrected according to the non-demographic edit rules. As regards failed records corrected by SCIA, 128175 records were imputed by the restricted joint imputation, 63167 records were imputed by the relaxed joint imputation, and 758 records were imputed by the sequential imputation.

Households having size 11 were considered not corrected by CANCEIS system because the percentage of failing household was 100% and CANCEIS was not able to find a donor to impute the failed households. The not imputed failed households lead to a total of 385 individuals. The SCIA system found 210 failed records (54.5%). The records failed only the out-of-domain edit rules (always due to the “missingness”). All failed records were corrected by SCIA system. The system imputed 86 records by the restricted joint imputation, 112 records by the relaxed joint imputation, and 12 records by the sequential imputation. Inside the records imputed by sequential method, two variables were imputed by marginal distribution.

As regards the application on household variables, the SCIA system found 68763 failed household records on a total of 196224 household records (35.0%). The records failed only the out-of-domain edit rules. All failed records were corrected by SCIA system. The system imputed 68754 records by the restricted joint imputation and 9 record by the relaxed joint imputation.

Results 

All evaluation results for SARs data set with only missing values can be found in the Technical details.

For some person variables, the process carried out also some imputations besides the ones due to missing values because the records contained combinations of values deemed erroneous according to the set of used edits rules. 

The imputation indicators were computed on the set of cases where imputations were carried out irrespective of whether the perturbed values was missing or not missing

For categorical variables the failing in preservation of the true values (predictive accuracy) is evaluated by the D statistic. The D’s show a large variability ranging from 0.001 (bath) to 0.944 (qualsub). As regards the two continuous variable (age and hours), also for this data set, all statistics evaluating their predictive accuracy show a better performance for age. 

As already observed, we cannot compare the W’s values evaluating the distributional accuracy for categorical variables. For continuous variables, the low value (0.006) of KS statistic for age shows that the distribution is preserved reasonably well. Differently, the preservation of the distributional accuracy of the hours variable is not as good (KS=0.201). Similar results are observed for the preservation of the estimated mean and variance. 

2.1.3 Strengths and weaknesses of the method

The CANCEIS-SCIA method is based on the combination of the Nearest-neighbour Imputation Methodology (CANCEIS) and the Fellegi-Holt Methodology (SCIA). Both methods minimise the number of changes and are rule based (they results in imputations that satisfy the used edit rules). The strengths of this method are therefore the conservation of the amount of collected information and the availability of imputed values satisfying the defined constraints. In particular, we stress the capability of CANCEIS in using the constraints defined between different persons within the household (between person edit rules) whose satisfying is the most critical problem in household surveys. 

The specification of the edit rules is a critical part of the whole editing and imputation process as the quality of the results highly depends on the quality of the rules. The specification of the edit rules takes, generally, more time than the automatic editing and imputation.

On the other hand, the lack of edit rules causes the failure of a rule based editing and imputation process. This happened to some household variables and the non-demographic variables, for which few rules were defined.

However, even a plenty of edit rules could be not effective in recognising erroneous values, that is values that are different from the original values, if the perturbations introduced did not activate the edit rules. Otherwise, a plenty of edit rules could be useful in the imputation of missing values because they restrict the set of admissible values to those passing the edits. So, for the experimental SARs application, we expect this method to have a better imputation performance, in comparison with non rule based methods, for those variables involved in a fair number of edit rules, that is the demographic ones.

CANCEIS implements a data driven approach, consequently its performance depends on having a large number of donors that are close to the record being imputed. So a weakness of the CANCEIS method can be related to the lack of a large number of donors, that is to the lack of large processing strata. SARs data were split into eleven disjoint groups by household size (household size ranges from 1 to 11) and for some groups the frequency of the donor households was very low reducing the accuracy of the imputation procedure and, as a consequence, the accuracy of the localisation procedure. Moreover, for household size 11 there was no donor at all to impute the failed households, so the demographic variables have not been corrected.

CANCEIS system needs that the household head is located in first position. In fact, to ensure that the best donor households are selected, the failed edit household persons are reordered in various ways to see which one results in the smallest distance to a particular passed edit household. As Census data are collected by determining the relationship between the household head and all other persons, the first person is fixed to keep the relationship valid, while all other persons are permutable. A drawback of the CANCEIS method is therefore the pre-processing of data required to check and, if necessary, to place the household head in first position. In this context, for the experimental SARs application, some deterministic ordering rules were applied. These ordering rules were drawn from the comparison between the ordering in the perturbed development data set and the ordering in the associated clean development data set.

Finally, a weakness of this strategy could be the division of the variables into subsets that are handled in separate editing and imputation steps. We treat at first the demographic variables and then the non-demographic variables conditionally on the demographic ones. In this manner the inconsistencies between the values of the non-demographic variables and the values of the demographic variables are taken into account only in the second step and are removed only by modifying the values of the non-demographic variables. We are obliged to choose this sub-optimal solution even if we are aware of its possible drawbacks.

2.2 Method 2: GEIS for error localisation
 

2.2.1 Method 

The Fellegi and Holt algorithm (FH in the following) available in the software GEIS (Kovar et al. 1988) can be used for identifying errors among numerical continuous non-negative data. Probabilistic editing algorithms like the FH method are specifically designed for identifying stochastic errors in statistical survey data that must be compatible at micro level with given coherence constraints (edits) among the variables. For a given unit failing at least one edit, the FH algorithm identifies the minimum number of items to be changed in order to make the unit pass all the applied edits (minimal solution). For the implementation of this algorithm in GEIS, the error localisation problem is formulated as a linear programming problem with a minimum cardinality constraint on the solution, following the Sande methodology (Sande, 1978, 1979), and is solved by using the Chernikova algorithm (Chernikova, 1965) as modified by Rubin (Rubin, 1975). 

GEIS allows the setting of the following parameters in order to influence the error localisation results:

· the maximum cardinality of the error localisation solution, used in order to avoid the algorithm selects a solution including too many fields;

· weights to be assigned to each variable depending on the user belief about their reliability. In this case, the cardinality of a solution is the sum of the weights of the variables involved in it;

· the maximum processing time allowed to the system for finding a solution for each record.

Sometimes more than one solution of minimum cardinality can be eligible (multiple solutions). In this case, the error localisation algorithm will select one of the solutions at random (each solution is given an equal probability of being selected).

The application of the FH algorithm implies the definition of a key element: edit rules.

A commonly used classification of edits makes a distinction between hard edits, pointing out fatal errors (e.g. certainly erroneous relations among data), and soft (or query) edits, identifying suspicious but not necessarily unacceptable data relations. In the FH algorithm, all the edits introduced are treated as hard edits.
Hence, if we use soft edits (e.g. ratio edits for checking business data), they can produce the misclassification of some amounts of correct data (e.g. representative outliers). Furthermore, users generally apply to data more edits than necessary (e.g. either useless edits in terms of their capability of point out ‘true’ errors or edits that do not highlight unacceptable situations). This fact could affect the effectiveness of the overall editing process, e.g. by determining the so-called over-editing problem, by increasing the risk of introducing new errors among data and by increasing the costs and time of data processing. 

From the above discussion it is evident that the design of edits rules plays a central role in the editing process, particularly when automatic procedures are used. In order to take into account these aspects, starting from an initial set of edits, the error localisation strategy can be developed through the following steps:

1. revising original edits and edits bounds in order to eliminate ineffective edits or improve them; 

2. assessing the usefulness of introducing new soft edits; 

3. defining and tuning parameters for the FH algorithm available in GEIS .

In GEIS edits can be expressed in PASS or FAIL form: in the first case, data are correct if they verify all PASS edits; in the second formulation, data are in error if they verify at least one FAIL edit. Edits are represented by linear expressions having the following form:
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where xj are the n surveyed variable values for each unit i, m is the number of edits, and aij, bi (j=1,...,n ; i=1,..,m) are user-specified parameters. The specified set of edits defines the acceptance region in Rm, convex and containing its boundaries. 

Once defined, edits are automatically transformed in the so called canonical form: all rules are expressed in PASS form, and variables are moved all at left of the comparison operator (= or  ) for each edit. In addition to these edits, GEIS automatically introduces the so called positivity edits that allow only non negative values  for each variable involved in at least one user-specified edit .

If non-linear edits are to be used in GEIS, they have to be preliminary transformed in linear form. 

For example:

· existence rules having the general form  “if x > 0 then y>0” can be re-written in GEIS in the following way: y>0.0001*x;
· the linear form of a general ratio Lower < x1/x2 < Upper is obviously: 




x1 > Lower* x2
 
and 

x1 < Upper* x2.

In GEIS sub-sets of originally defined edits (edit groups) can be separately applied to different subsets of data (data groups). This generally done when different coherence criteria have to be met  by specific sub-populations.

In the application we developed a procedure based on the Hidiroglou and Berthelot algorithm (Hidiroglou et al., 1986) for identifying acceptance bounds for ratio and univariate
 edits. We also developed an algorithm for calibrating the Hidiroglou and Berthelot (HB in the following) parameters when historical data are available but units are not the same that have been collected in the current survey. 
Given two related variables Xj and Xk observed at time t we want to determine the acceptance bounds of the distribution of the ratio R= Xj/Xk . We use the following algorithm based on the HB method:

1. symmetrize the distribution of R through the following transformation

ei=1-(rmedian/ri)
if ri < rmedian (and in this case results si < 0);

ei=(ri/rmedian)-1
if ri ( rmedian (and in this case results si > 0).

where ri = xji/xki   is the value of R in the unit i  and rmedian is the median of the R distribution.

2. define the lower (L) and upper (U) acceptance bounds as: 
L = emedian – C ( dQ1    and    U = emedian + C ( dQ3
where

-
dQ1 = MAX ( emedian - eQ1 , A(emedian (     and     dQ3 = MAX ( eQ3 - emedian , A(emedian (
- 
eQ1, emedian, eQ3 are respectively the first quartile, the median and the third quartile of the ei distribution;

- 
A is a suitable positive number introduced in order to avoid the detection of too many outliers when the ei are concentrated around their median;

- 
C is a parameter used for calibrating the acceptance region width.

3. express the acceptance bounds (rinf, rsup) of the original distribution through the following back-transformation:


rinf = rmedian/(1-einf)


rsup = rmedian((1+esup)
A central role in determining the acceptance limits for the current ratios, is played by the C parameter. Roughly, it is a calibration parameter measuring the size of the acceptance region. We tried to develop a algorithm to "estimate" C from data. In particular, we implemented a generalised procedure calibrated on historical data that can be applied to current data, making the assumption that in the two considered periods the variable distribution as well as the error mechanism generating outliers are similar.
In this procedure we exploit the availability of both true and raw values for historical data. In fact, in this case, for each algorithm parameters setting we are able to build a 2x2 contingency table T containing the cross frequencies of original status (erroneous, not erroneous) vs post-editing status (suspicious, acceptable). It is obvious that the higher are the correct classification frequencies, the better is the quality of an editing method. Since in general the two correct classification frequencies (erroneous data classified as suspicious and not erroneous data classified as acceptable) cannot be simultaneously maximised, a “best” contingency table can be found only in subjective way: for example if it is believed that to classify as suspicious a correct value is more dangerous than to accept an erroneous value, the two erroneous classification frequencies are “weighted” in different way.

Algorithm applied to test (historical) data

For a given ratio R:

1. initialise the parameters A (A=0.05 as generally suggested), C (C=C0 such that we are near the tail of the distribution), and a further parameter S expressing the C increment at each iteration;

2. do k = 1 to K (initially defined in an empirically way and further updated on the basis of the algorithm results)

· detect outliers accordingly to the HB bound corresponding to Ck = Ck-1 + S;

· analyse the 2x2 contingency table Tk crossing actual vs predicted error flags (in an analogous way as described in section 2.1);

end do k

3. find the T* optimum among the (Tk(k=1,..,K as the table having the optimal trade-off between the probability of classifying true data as errors (that has to be minimised) and the frequency of correctly detected errors (that should be maximised);

4. by repeating step 2 several times with different values for S, determine the largest S* such that the same T* is obtained a sufficiently number of times, in order to estimate the more appropriate gap between the last acceptable value and the first unacceptable outlier. The number of times is judged sufficient on the basis of the graphical analysis of the specific ratio distribution.

Algorithm applied to current (evaluation) data

For the same ratio R:

do k = 1 to K

· detect outliers through revised HB method with Ck = Ck-1 + S*

· stop when the number of detected outliers is repeated a sufficient number of times

end do k

The determination of the acceptance bounds for the marginal distribution of a given variable X (univariate edit) has been performed by following the same procedure used for ratio edits. In this case, the previous algorithms are directly applied on the marginal distribution of X. 

2.2.2 Evaluation 

Data set Annual Business Inquiry (ABI)

The 1998 ABI data set contains 33 variables and consists of 6,233 records. Out of them, 2,263 records correspond to long forms, while the remaining 3,970 correspond to short forms. Note that out of the 33 overall variables, short forms contain information on a subset of 17 variables.

Technical Summary

Name of the experiment: application of GEIS to ABI (with missing values and errors) for error localisation

Method: GEIS editing method

Hardware used: Athlon AMD, 1,8 GHz, 256 MB RAM; Workstation IBM RISK 6000.

Software used: Windows 2000; UNIX; SAS V8; ORACLE.

Test scope: editing.

Setup time: 120 min.

Edit run time:  22006 sec.

Imputation run time:  3060 sec.

Complete run time:  25066 sec.

Edit Criteria and Edit Rules

Out of the 33 collected variables in long forms, 27 ones have been artificially perturbed and need to be edited. Out of the 17 items reported in short forms, 11 need to be edited. In both forms, only the items Ref, Class, Weight, Classemp and Turnreg were not subject to any type of contamination.

As already mentioned the GEIS error localisation algorithm requires the preliminary definition of edit criteria and edit rules. Edit criteria include data groups, edit groups, and specific algorithm parameters. 

The overall editing strategy for ABI data has been designed by exploiting the experience built up during the development phase, under the assumption of similar error mechanisms in the two data sets. 

Variables to be edited

As already mentioned, a different number of variables is collected depending on the survey form. Out of the 33 collected variables in long forms, 26 ones need to be edited. Out of the 17 items reported in short forms, 11 need to be imputed. In both forms, only the items Ref, Class, Weight, Classemp and Turnreg were not subject to any type of contamination.

Data groups 

Different edit groups have been defined in order to check data. The variables used to this aim were the following:

· formtype: long and short forms were processed separately because they are characterised by different constraints. 

· turnreg: businesses with registered turnover less or greater than 1,000 (respectively small and large firms) are subject to different constraints. 

· empreg: the class of employees as resulting from the business register allows a more efficient use of univariate edits defined on employment variables. Two classes were defined: Emp1 ( businesses with less than 50 employees) and Emp2 (businesses with more than 50 employees).

Therefore, for each kind of form, the following 4 data groups were defined:

1. Large-Emp1

2. Large-Emp2

3. Small-Emp1

4. Small-Emp2

Edits and edit groups

For the ABI dataset, an initial set of 25 (hard and soft) edits was originally provided by ONS. Unfortunately, being most of the variables involved in not more than two edits,  the initial set of edits doesn’t  form a well connected ‘grid’ of constraints among items. Furthermore, most of the edits are soft with too narrow acceptance regions. For these reasons, starting from the initial set of edits, we tried to improve the effectiveness of the editing process by introducing new edits and by redefining the acceptance region of some of them. In particular we have introduced both ratio and univariate edits. 

The definition of bounds for ratio edits has been performed taking into account only large and small strata, while the definition of bounds for univariate edits has been performed for each of the four data groups above defined.

Univariate edits have been defined only for the most important employment variables, originally involved in too few edits, for making the system identify non representative outliers affecting them more efficiently.

In order to build the ABI editing strategy, historical (development) and current survey data have been used as described in the general scheme illustrated in the following. 

1)
Perform the following steps on development data:

a) analyse the original set of query edits in order to identify possibly ineffective rules;

b) graphically explore item relationships in order to possibly identify new soft edits;

c) by using the algorithm described in paragraph 2.1.3, determine bounds for both original ineffective and new query edits;

d) through experimental applications, identify the optimal set of edits, i.e. the set of edits generating the most satisfactory results in terms of correct data classification;

2)
Perform the following steps on current data:

a) if different items are surveyed in actual data with respect to the historical ones, graphically explore item relationships in order to possibly identify new soft edits;

b) by using the algorithm described in paragraph 2.1.3, determine bounds for both original ineffective and new query edits,  taking into account the results obtained in step c).

From the above scheme it is evident that when dealing with current data, missing other information, the final set of edits has been defined by reproducing as much as possible the final structure of rules applied to historical data. In particular, starting from the original set of edits and exploiting the experience built up on development data, the following process has been performed on current data:

1) selection of all the original hard edits;

2) computation of new acceptance limits for the following original ratios:

·  turnover/turnreg

·  emptotc/employ

·  empni/empwag (only for long forms);
3) (only for long forms) computation of acceptance bounds for the following new ratios already defined for development data:

· empwag/employ

· purtot/turnover;

4) as for historical data, identification of acceptance limits (univariate soft edits) for variables empwag (only for long forms), emptotc and Employ (only for short forms);

5) use of all the other original soft edits as they are provided by ONS for current data.

It is worthwhile noting that the just described scheme has been applied separately to all of  the data groups. In this way different sets of edits (edit groups) were obtained.

The final list of applied edits by edit group is reported in the Technical details B.

Variable weights

Different experiments were carried on development data in order to set the weights to be assigned to the variables. On the basis of the results, the following final set of weights has been selected:

WeightTurnover=2; WeightTurnreg=50
; WeightAll  other variables=1.
Cardinality of solutions

Different values have been defined for each data group/edit group, in order to increase the probability of  identifying a feasible solution for each erroneous record. The problem of the cardinality of solutions arises particularly in the reprocessing phase of the GEIS approach, when we have to deal with records without solutions in the previous error localisation steps.

Results

In this section the results obtained by the application of the GEIS editing methods are illustrated. The evaluation indicators introduced by Chambers (Chambers, 2002) cover several aspects of the quality of an editing strategy, from the micro to the macro data preservation. Most of them are very useful for a comparative evaluation among different techniques. Since in this report we have to assess the performance of a single method, we can only make some general considerations on the basis of some of these indicators. To this aim, we will concentrate on the alpha, beta and RAE indicators for the main survey variables, reported in Table 1.2 (the complete table of final results for all the processed variables and for all the evaluation indices is displayed in Technical details B).

Table 1.2 – Evaluation statistics for some ABI variables

	
	Turnover
	Empwag
	Emptotc
	Purtot
	Taxtot
	Employ

	alpha
	0,62243
	0,641509
	0,668919
	0,829718
	0,733062
	0,955932

	beta 
	0,017123
	0,001484
	0,00143
	0,015918
	0,06044
	0,042048

	delta
	0,069355
	0,01784
	0,065298
	0,136958
	0,140529
	0,08558

	RAE  
	21,14276
	46,4986
	36,69419
	23,81256
	28,75064
	0,019585


From this table it results a general low capability of the editing strategy of correctly identifying true errors (all the alpha values are quite high). This fact depends on some main reasons. First of all, as already mentioned in previous sections, the Fellegi and Holt algorithm works in an optimal way when variables are involved in many edit rules and the error mechanism is random. In case of ABI, most of the variables appear just once in the edits. Furthermore, since most of the edits are soft and the corresponding acceptance regions are too narrow, we had to enlarge them in order to avoid the classification as errors of acceptable data. Because of the poor knowledge of the investigated phenomena, we preferred approaching the problem by prioritising the identification of very large errors, and minimising the probability of misclassifying correct data. Since most of large errors in this survey correspond to the systematic error “variable values multiplied by a 1,000 factor”, the correct way of dealing with them in a real context is to preliminary identifying them through appropriate techniques. On the other hand, since the main goal of the EUREDIT project is to evaluate automatic editing and imputation procedures, we tried to use the Fellegi and Holt algorithm also for identifying this kind of error, even if it is a priori known that this approach is not suitable to this aim. 

In Table 1.2 it can be noted that the variables involved in a higher number of edit rules are those with lower alpha values (Turnover, Empwag, Emptotc). It has also to be observed that beta values are generally very low, as a consequence of the attention paid to the misclassification of acceptable data. As relating to the RAE indicator, it seems that the largest errors have been efficiently identified for the variable Employ, while for the other variables the quite high values of this index seem to indicate that large errors still remain in data.

In any case, it is useful to note that a natural decrease in the quality of the editing process of 1998 compared with 1997 data is expected, since in the latter case we calibrated the procedure parameters knowing the true values. However since for some variables the decrease is quite remarkable, this seems to suggest further causes.

Table 1.3 - Alpha values: frequency of undetected errors by year

	Year
	Turnover
	Empwag
	Emptotc
	Employ
	Purtot
	Taxtot

	1997
	0.20
	0.47
	0.37
	0.90
	0.77
	0.68

	1998
	0.62
	0.64
	0.67
	0.96
	0.83
	0.73


In such situations, a first analysis should be addressed in order to verify if the error mechanism in the two surveys can be considered the same. In fact, the approach of editing a survey through a strategy calibrated on a development dataset (a previous survey where original contaminated data and imputed data are available) is strongly based on the assumption that the error mechanism affecting data is basically the same. It is obvious that a direct comparison of the error mechanism cannot be made, nevertheless other indirect information might be useful: for instance the analysis of the frequency of the edit failure in the two years. In our case we note a strange situation on the edit involving the variables Emptotc and Employ in Table 1.3.

Table 1.4 - Record status per edit and year in the Small-Emp1 data group

	Edit rule
	1998

Small – Emp1
	1997 

Small– Emp1

	
	Records Passed
	Records Missed
	Records Failed
	Records Passed
	Records Missed
	Records Failed

	Emptotc  > 0.0001 * Employ
	1,170 (82.3%)
	14 (1.0%)
	238 (16.7%)
	921 (99.5%)
	3 (0.3%)
	2 (0.2%)


It is also clear that a change in the error mechanism in just one variable may affect the editing performance also on the others, because all the variables are connected by an imaginary grid formed by the edit rules.

2.2.3 Strengths and weaknesses of the method

From the previous analysis of the results, all the main elements characterising strength and weakness of an editing strategy based on the FH approach have been naturally highlighted. The main problem relates to the setting of edit rules. This is not a simple task: in fact, if on one hand edits must form a grid of "well connected" rules, on the other hand they have to be thought in order to avoid the problem of over-editing. In other words, poor edits make it very difficult to efficiently identify errors through the Fellegi-Holt-based algorithm available in GEIS, too many edits can produce the classification of correct data as errors, or the identification of many not relevant errors.

A similar trade-off problem arises when soft edits are introduced. Since the algorithm interprets soft edits as they were hard, the acceptance regions of each soft edit rule must be large enough in order to not cut the tails, but at the same time strict enough in order to find as many errors as possible. Furthermore, the use of soft edits implies that acceptance bounds are to be continuously updated, in order to take into account the possibility that either the error mechanisms or the data variability considerably change.

Before processing data using the Fellegi-Holt-based error localisation algorithm implemented in GEIS, non-representative outliers and/or other relevant errors (like systematic errors “variable values multiplied by a 1,000 factor”) contaminating data should be preliminarily identified and eliminated. In effect, the Fellegi-Holt algorithm has been proposed for dealing only with stochastic errors.

Aside these issues, another aspect is important in assessing strength and weakness of the method: the software characteristics.

Software characteristics

The editing modules implemented in GEIS are quite flexible. There are several tools the researcher can use for implementing different editing strategies: the definition of data groups and the corresponding edit groups, the use of post-imputation edits, the variable weights and so on. 

An important characteristic of the editing module is the availability of an algorithm for checking the coherence of the user-defined edits (redundancy, consistency and so on). 

A quality aspect to be mentioned relates to the high number of useful reports produced by GEIS during and after each step of data processing. These reports facilitate both the critical review of results and the full documentation of all the performed processing steps.

2.3 Method 3: GEIS for imputation

2.3.1 Method description

The Nearest Neighbour Donor method 

In this method, for each record with at least one field to be imputed (recipient), the system searches for the nearest neighbour donor (NND) record among the set of potential donors. The potential donors are all the units passing the user-defined edit rules: this set of records is called donor pool. Out of potential donors, only those making the recipient pass all the edits can be considered eligible. This is an important characteristic of the NND method available in GEIS: in fact most of the imputation techniques introduced in literature predict values for missing items without taking into account the data plausibility with respect to consistency rules.

The selected eligible donor is the one having the minimum distance from the recipient. 

The distance between two units u1 and u2 used in searching for the NND is the minmax distance:

D(u1,u2) = max(|u11 - u21|, | u12 - u22|,..., | u1k - u2k|),

where uij is the value of the variable Yj in the unit ui (i=1,2,...n). The variables (Y1,…,Yk) used to compute the distance are called matching variables  and are a rescaled version of the original variables in order to avoid the scale effect. It is obvious that only numerical continuous variables can be used as matching fields.

For each recipient, GEIS implements the NND imputation technique in three steps:

1. Finding Matching Fields;

2. Transforming Matching Fields;

3. Identifying the NND.

1. Finding Matching Fields

In this step the variables to be used in the distance computation are to be defined. In GEIS, matching variables can be either user-defined (must match fields) or automatically determined by an appropriate algorithm. This algorithm consists of the following phases:

replace the observed values that are not to be imputed into the original edit rules;

discard the edits which are reduced to relations between constants;

within the so-obtained reduced set of edits, select the edit rules defining the new acceptance region. In this way all the redundant edits are discarded;

the matching variables are those included in the set of edits defined in the previous step that are not to be imputed.

2. Transforming Matching Fields

In this step matching variables are standardised in order to remove the scale effect in the distance computation. The adopted technique is the rank transformation (details are in Cotton, 1991).

3. Creating the k-D tree algorithm

In this phase, for each record to be imputed, the algorithm looks for the NND in terms of minmax distance. In order to improve the computational efficiency of this phase, the k-D tree algorithm is used (details can be found in Cotton, 1991).

It is clear that if the applied edits are too much restrictive, it can happen that the donor pool can be heavily reduced, and the probability of selecting an acceptable donor very far from the recipient increases. For this reason, GEIS allows the use of a different set of edits, called post-imputation edit set, obtained by “relaxing” some of the original consistency rules. This might guarantee better imputations in terms of similarity among donors and recipients. A typical transformation relates to balance edits. For instance edits in the form x + y = z, can be transformed in the two inequalities x + y ( (1- p) ( z and x + y ( (1+p) ( z, where 0<p<1. It is obvious that the imputed records obtained by applying the post-imputation edits will satisfy just these relaxed rules: data are to be reprocessed using the original edits if we need final data coherent with respect to them.

In GEIS different imputations can be separately performed on different sub-sets of data (data groups or imputation cells). This might be necessary for different reasons:

different constraints are required for different sub-groups of sample units;

for the prediction of the variables to be imputed it is necessary to take into account categorical variables that cannot be directly used in the distance computation;

to make reliable the MAR assumption within the imputation cells (Schafer, 1997).

The Deductive imputation method

In this method, for each recipient and each variable to be imputed, an algorithm verifies if there exists one and only one value that has to be assigned to that variable which would satisfy the original edits. If such value exists, it is directly assigned to the variable. Note that, as for the NND technique, this method guarantees that imputed records pass all the user-defined edits. In detail, for each recipient, only the failed edits are considered. In these edits, the variables that do not require imputation are replaced by the corresponding observed values, edits which are reduced to relations between constants are discarded and a reduced set of edits is obtained. For each variable Yj to be imputed, the algorithm computes Min(Yj) and Max(Yj) satisfying the reduced set of edits. If Min(Yj) = Max(Yj) = yj*, then yj* is directly assigned to Yj. For further details see Cotton (1991).

2.3.2 Evaluation

The GEIS methods have been applied to two different ABI datasets: the Sec198y2, containing only artificial missing values, and the Sec198y3 data, containing both errors and missing values. It is worthwhile noting that applications performed on these two datasets are identical in terms of the methodological and operational choices made through the experiments, since the collected information and the data characteristics are identical in the two cases. For this reason, these choices are described only once in this section, while results are described in two separate sections.

Data set Annual Business Inquiry (ABI)

The 1998 ABI data set contains 33 variables and consists of 6,233 records. Out of them, 2,263 records correspond to long forms, while the remaining 3,970 correspond to short forms. Note that out of the 33 overall variables, short forms contain information on a subset of 17 variables.

Technical Summary

Name of the experiment: application of GEIS to ABI with only missing values

Method: GEIS imputation method

Hardware used: Athlon AMD, 1,8 GHz, 256 MB RAM; Workstation IBM RISK 6000.

Software used: Windows 2000; UNIX; SAS V8; ORACLE.

Test scope: imputation.

Setup time: 100 min.

Edit run time:  N/A

Imputation run time: 3060 sec.  

Complete run time:  3060 sec.

Name of the experiment: application of GEIS to ABI with missing values and errors

Method: GEIS imputation method

Hardware used: Athlon AMD, 1,8 GHz, 256 MB RAM; Workstation IBM RISK 6000.

Software used: Windows 2000; UNIX; SAS V8; ORACLE.

Test scope: imputation.

Setup time: 100 min.

Edit run time:  N/A

Imputation run time: 3060 sec.  

Complete run time:  3060 sec.

Imputation

Out of the 33 collected variables in long forms, 27 ones have been artificially perturbed and need to be imputed. Out of the 17 items reported in short forms, 11 need to be imputed. In both forms, only the items Ref, Class, Weight, Classemp and Turnreg were not subject to any type of contamination.

The imputation strategy adopted in the experiments consists of a joined and iterative application of the GEIS imputation methods described in section 2.1. In this section the characteristics of the various phases of the overall imputation process performed on the ABI data are described. 

The Nearest-Neighbour Donor imputation method

This section contains the description of the NND imputation method on the ABI data. In order to create reliable imputations, it is useful to search for donors within a suitable stratification, defining homogeneous group of units. These strata are usually called imputation cells.
Determination of the imputation cells: the imputation cells have been defined according to the following non-perturbed categorical variables:

· formtype: long and short forms were processed separately because they are characterised by different constraints.

· turnreg: businesses with registered turnover less or greater than 1,000 (respectively small and large firms) are subject to different constraints.

· empreg: the class of employees as resulting from the business register allows a more efficient use of univariate edits defined on employment variables. Two classes were defined: Emp1 (businesses with less than 50 employees) and Emp2 (businesses with more than 50 employees).

Because of too few units in some of the so-obtained imputation cells, we have considered only the following data partitions:

1. Long forms-Small

2. Long forms-Large-Emp1

3. Long forms-Large-Emp2

4. Short forms-Small

5. Short forms-Large-Emp1

6. Short forms-Large-Emp2
Definition of edits: the list of edits for each imputation cell is described in Technical details B. The post-imputation edit groups consist of different combinations of the above mentioned original and revised hard and soft rules. Also the different post-imputation sets are described for each of the NND imputation steps.

Matching variables: in addition to the variables automatically chosen from the system, we have defined other variables that have always to be taken into account as matching variables: Employ, Emptotc, Empwag, Purtot, Taxtot and Turnover. A preliminary exploratory analysis has confirmed the idea that these variables highly characterise a business profile. 

The overall imputation strategy

Taking into account all the elements described in the previous sections, the imputation process on evaluation data has been performed by applying the following strategy:

1. Selection of the form type (Long or Short);

2. For the selected form type, selection of one of the three data groups:

a. Small

b. Large-Emp1

c. Large-Emp2;

3. For the selected data group, perform the following steps:

a. First error localisation
 by using only the non-negativity constraints and the original hard edits (i.e. only the balance edits). All variables have weight=1.

b. First deductive imputation by using only non-negativity edits and original balance edits.

c. First NND imputation by using the following types of rules in the post-imputation edit group:

i. non-negativity edits;

ii. inequalities corresponding to the original balance edits: each balance edit originates two inequalities as described in the previous section 2.1.1;

iii. original and new soft edits with bounds revised as described in section 2.1.3. of the report “Editing Using Standard Methods (GEIS): Evaluation of the error localisation strategy for the ABI data”.

d. Second NND imputation: records not resolved in the previous step are re-processed by using the following reduced set of rules in the post-imputation edit group:

i. non-negativity edits;

ii. inequalities corresponding to the original balance edits obtained as described in step ii. of step c.
 

e. Third NND imputation performed by using only non-negativity edits in the post-imputation edit group.

f. On the subset of records having at least one value imputed in one of the previous NND steps, a second error localisation step i;s performed by using:

i. non-negativity edits

ii. original balance edits.

This step is necessary in order to make all the imputed records pass the original balance edits. 

g. Second deductive imputation performed with respect to:

i. non-negativity edits

ii. original balance edits.

The second and third NND imputation steps have been performed in order to impute disregarding the correctness of imputed data with respect to soft edits, again considering better to find a sub-optimal solution rather than do not finding a solution at all. It is worthwhile reminding that soft edits do not identify fatal errors, but simply possible errors. There is another reason for performing the latter NND imputation step. In a number of cases, a record containing missing values can fail soft edits not because of the missing values but because of the observed items. In this case for the system it is impossible to make the recipient pass all the edits.

Results

In this section the results obtained by the application of the GEIS imputation methods are to ABI data illustrated. The evaluation indicators introduced by Chambers (Chambers, 2002) cover several aspects of the quality of an imputation strategy, from the micro to the macro data preservation. Most of them are very useful for a comparative evaluation among different techniques. Since in this report we have to assess the performance of a single approach, we will only make some general considerations on the basis of some of these indicators.

Sec198y2 data

In table 1.5 the performance indicators for a subset of ABI variable are listed. The complete list of indicators for all the processed variables is reported in Technical details C.

The quality of imputations can be firstly evaluated by considering the slope and R2 indicators. As it can be seen, the slope assumes values ranging from 0.82 and 1.11, indicating that no systematic bias has been introduced by the imputation approach. At the same time, the R2 values are all higher than 0.93, indicating high accuracy in restoring original micro data. In terms of both indices, the best results correspond to variables Turnover and Empwag.

Table 1.5 – Evaluation statistics for some Sec198y2 ABI variables

	
	turnover
	empwag
	emptotc
	taxtot
	stockbeg
	stockend
	employ

	Slope
	1,116696
	1,075247
	0,999155
	0,822574
	0,965395
	1,103967
	1,012738

	t-val
	3280,567
	2268,066
	-1,37303
	-41,3953
	-16,0482
	27,38144
	2,274308

	mse
	16224564
	345536,5
	78667,11
	20825,78
	34811209
	33991465
	106263,7

	R^2
	0,999552
	0,999498
	0,981581
	0,945853
	0,935509
	0,944935
	0,982841

	DL1
	161,2927
	14,92839
	15,97533
	5,273975
	50,25451
	47,07409
	4,466257

	DL2
	3338,991
	350,3989
	46,91484
	21,49759
	929,2083
	1099,214
	56,37126

	dLinf
	7828,715
	620,8996
	121,7661
	52,76689
	2032,923
	3466,594
	125,0637

	K-S
	0,058302
	0,0375
	0,144542
	0,13
	0,073966
	0,090402
	0,087723

	K-S_1
	0,000291
	0,000787
	0,000243
	0,000419
	0,000087
	0,000106
	0,000333

	K-S_2
	0
	0,000001
	0,000007
	0,000019
	0
	0
	0,000004

	m_1
	61,6011
	10,50887
	0,207626
	1,222632
	16,02891
	17,86841
	0,756488

	m_2
	2E+08
	3215008
	3691,286
	190,0702
	3173567
	3860446
	12943,53

	MSE
	19009,84
	153,5554
	201,1344
	2,994972
	55,77001
	61,02912
	2,053198


The mse indicator cannot be directly interpreted missing the information on the real mean of true data: a meaningful comparison among variables and methods would require a preliminary standardisation of this index. Similar considerations hold for indicators DL1, DL2, dLinf.

Note that for 8 of the 27 processed variables the values of slope, R2 and mse are not reported.

In terms of preservation of the original marginal distributions, the K-S indicator shows a better performance for variables Turnover, Empwag and Stockbeg. However, all its values are quite low (they range from 0.05 to 0.14).

Sec198y3 data

Relating to the application of the GEIS methods to this data set, the complete list of indicators for all the processed variables is reported in Technical details C. In table 5 the indicators values for a subset of variables are listed.

When evaluating the results for this data set, it has to be reminded that in GEIS the imputation process is performed after an error localization step, in order to both label the missing data and select the potential donors. It is obvious that if the set of edits is not well designed-structured, this will affect the quality of imputations leaving into the donor pool also incorrect or anomalous records. This is what happened in our application, as can be observed by comparing the results of table 1 with the corresponding results reported in table 1.6. In general all variables show a lower quality in this application than in the Sec198y2 experiment. In particular, the performance of the imputation process is worst for those variables with unsatisfactory results in the editing phase. For instance, for the variable Employ the slope and R2 indicators indicate a strong performance decrease. The K-S index for most of items shows a lower performance of the imputation strategy.

Table 1.6 – Evaluation statistics for some Sec198y3 ABI variables

	
	Turnover
	empwag
	emptotc
	taxtot
	stockbeg
	stockend
	employ

	Slope
	1,271915
	0,911412
	0,589358
	0,999708
	0,822759
	0,645195
	0,345233

	t-val
	74,03764
	-21,647
	-64,1139
	-0,72142
	-38,9861
	-70,4355
	-117,504

	Mse
	2505090
	13673,43
	113266,7
	2731,675
	46056253
	357477,9
	4500,351

	R^2
	0,9842
	0,986404
	0,831723
	0,993107
	0,898167
	0,686711
	0,632562

	DL1
	186,6086
	9,604079
	21,08007
	4,079855
	66,89584
	36,69082
	3,833791

	DL2
	572,0037
	27,27445
	104,2593
	8,288552
	984,1362
	94,58322
	8,093583

	dLinf
	3676,465
	53,68239
	189,4835
	36,34628
	1471,401
	461,8472
	20,22518

	K-S
	0,159477
	0,344879
	0,321229
	0,150253
	0,090193
	0,108138
	0,316698

	K-S_1
	0,006103
	0,0031
	0,001211
	0,000401
	0,000423
	0,002208
	0,007879

	K-S_2
	0,000396
	0,000165
	0,000098
	0,000029
	0,000003
	0,00004
	0,000932

	m_1
	100,6672
	8,399463
	8,015261
	0,868646
	2,911161
	4,389507
	1,705936

	m_2
	2047923
	6157,04
	26608,01
	18,94325
	2951838
	5584,471
	47,99944

	MSE
	1,48E+09
	26714005
	47072160
	8,04E+08
	17800575
	20887661
	2,332004


In terms of bias introduced by the imputation strategy, the slope index shows a low quality level for most of variables. On the other hand, the R2 values are really unsatisfactory only for variables Employ and Stockend.  In terms of both indices, the best results correspond to variable Taxtot.

Note that for 7 of the 27 processed variables the values of slope, R2 and mse are not reported.

In terms of preservation of original marginal distributions, the K-S indicator shows a better performance for variables Turnover, Stockbeg, Stockend, Taxtot. The indicator values range from 0.09 to 0.34, showing again a general low performance with respect to the Sec198y2 results.

2.3.3 Strengths and weaknesses of the method

It has to be remarked that both the GEIS deterministic and NND methods guarantee the plausibility of final imputed data with respect to the set of user-defined edits: in other words, the imputation of the missing values is performed only if the assigned values make the unit in error pass all the edits.

In the NND technique, the use of data groups and must-match variables allow to better exploits and preserves data relationships. This same effect is due to the fact that in the GEIS NND method all the items to be imputed in a given recipient are simultaneously taken from a unique donor unit.

Furthermore, the NND technique is quite flexible in terms of the available parameters that can be used for tailoring the imputation strategy. In particular, the maximum number of times each donor can be used and minimum percentage of records in donor pools, guarantee to some extent the preservation of data variability in the final results.

Some main limitations relate to the use of the GEIS NND technique. First of all, only linear edit can be used for checking the data coherence. Furthermore, only one distance function can be used for measuring the similarity among recipients and donors. Finally, either too many or too restrictive edits can reduce the effectiveness of the donor choice: in fact, the donor pool can be heavily reduced, and the probability of selecting an acceptable donor very far from the recipient increases.

Characteristics of the software

The imputation modules implemented in GEIS are quite flexible: they can be jointly used in a pre-defined hierarchy in order to obtain the best results for each given survey. A quality aspect to be mentioned relates to the high number of useful reports produced by GEIS during and after each step of data processing. These reports facilitate both the critical review of results and the full documentation of all the performed processing steps.

The main drawback of the GEIS version available at the moment is that its use implies the need of working in an ORACLE environment: if the survey data are stored in a different database, import and export operations are needed to process data.

2.4 Method 4: CHERRY PIE and EC system
 

2.4.1 Method

Error localisation. To identify implausible values in the data sets with errors and missing values we have used the (generalised) Fellegi-Holt paradigm (see Fellegi and Holt, 1976). This paradigm says that the data in a record should be made to satisfy the specified edit rules by changing the fewest possible (weighted) number of fields. To each variable a non-negative weight, the so-called reliability weight, is assigned that indicates the reliability of the values of this variable. The higher the weight of a variable, the more reliable the corresponding values are considered to be. 

To apply the generalised Fellegi-Holt paradigm we have developed a prototype computer program called Cherry Pie. It can be applied to a mix of categorical and continuous data. The most important output of Cherry Pie consists of a file that contains for each record a list of all optimal solutions to the error localisation problem, i.e. all possible ways to satisfy the edit rules by changing as few fields as possible. After Cherry Pie has finished, per record one of these optimal solutions has to be selected from the corresponding list. The variables involved in the selected optimal solution are then set to missing. For details on the algorithm used for the automatic error localisation we refer to De Waal (2002a). More information on the selection of one optimal solution can be found in De Waal and Pannekoek (2002).

Imputation: As a part of WP 5.1 standard imputation methods have been developed and evaluated. In this evaluation for WP 4.1 we simply adopted the methods that were found to be best. The methods that are being used include regression imputation based on univariate (multiple) and multivariate (simultaneous) regression models and two hot deck imputation methods: a nearest neighbour hot deck method and a ratio hot deck method. Also, deductive imputation was used for variables for which balance edit rules are applicable. These imputation methods are applied to values that were originally missing and values that are set to missing by the error localisation procedure alike. The development and evaluation of these methods can be found in respectively Pannekoek and Van Veller (2002) and Pannekoek (2002b). For more details on the specific imputation methods see Pannekoek (2002a).

Adjustment of imputed variables: To ensure that imputed records satisfy all edit rules, we use a simple approach: we slightly modify the imputed values. To this end we have developed a prototype computer program called EC System. This program can handle a mix of categorical and continuous data. For each imputed record that does not satisfy all edit rules it constructs a (synthetic) record that differs only slightly from the imputed record and that does satisfy all edit rules. Original, i.e. not imputed, values in a record are not modified by EC System. EC System assumes that the imputed values can be modified such that all edit rules become satisfied. This is the case if the fields to be imputed were determined by using a system like Cherry Pie. For a more detailed description of the algorithm used we refer to De Waal (2002b).

2.4.2 Evaluation

Data set Annual Business Inquiry (ABI)

Technical summary

Name of the experiment: application of CHERRY PIE and EC System to ABI with missing and errors

Method: correction of systematic errors, automatic error localisation and standard imputation. 

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: a prototype version of Cherry Pie, S-plus, SPSS and Excel. Programs run under Windows 2000. 

Test scope: editing and imputation.

Setup time:  90 min.

Edit run time:  900 sec.

Imputation run time:  600 sec. 

Complete run time:  1560 sec.

Edit criteria

Except for turnreg, empreg, formtype, class and weight, all variables were edited and imputed.

From our development experiments (Vonk, Pannekoek and De Waal, 2002a) we concluded that the set of edit rules influences the quality of the error localisation greatly. Therefore, we work in these evaluation experiments with two sets of edit rules: all edit rules (strategy I) and the balance edit rules only (strategy II). 

The following steps were taken to localise (and modify) the systematic errors and perform the automatic error localisation:

1) Detect and correct the 1000-errors in all financial variables using the ratio of the perturbed value of turnover and the clean registered variable turnreg. In the records for which this ratio is 300 or more, all financial values are divided by 1000.

2) Run Cherry Pie. In case several solutions are generated, an optimal solution is selected using reliability weights and a (stratified) ratio estimator. This estimator is used to impute a value for each variable in each solution for an inconsistent record returned by Cherry Pie. The solution that deviates most from the original values in the record is chosen as the optimal one.

3) Find solutions with turnreg or formtype and run Cherry Pie on these records with only the balance edit rules (this step is left out in strategy II).

4) Localise remaining 1000-errors: split up the data set into strata (based on turnreg, empreg and formtype) and calculate the median for each stratum. All values larger than 1000 times the median of the records’ stratum are set to missing and need to be imputed.

The logical checks consist of the analysis of the descriptives. No values out of value range (e.g. negative values) were detected. Besides the localisation of the 1000-errors, no statistical checks were done. 

All in all, the error localisation process brings us to three sorts of values to be imputed; the remaining 1000-errors, the automatically localised errors and the missing values. In Table 1.7 the number of consistent records and records to be imputed can be found.

Table 1.7: number of consistent records and records to be imputed after step 3 and 4, strategy I&II (ABI)

	
	After step 3 (Cherry Pie)
	After step 4 (localising extra 1000-errors)

	all edits (str. I)
	2396 consistent

3837 to be imputed
	2343 consistent

3890 to be imputed

	balance edits (str. II)
	5232 consistent 

1001 to be imputed
	5069 consistent

1164 to be imputed


In Table 1.8 the number of values to be imputed per variable after step 4 can be found. For some variables the differences between the number of values to be imputed for strategy I and II are enormous. Because the rigid non-fatal edit rules were dropped in strategy II, fewer or no edit rules applied to variables like turnover, emptotc, taxtot and employ.

Table 1.8: Number of values to be imputed per variable after step 4, strategy I&II (ABI)

	 
	turnover
	empwag
	empni
	empens
	empred
	emptotc
	puren
	purcoth
	puresale

	all edits (I)
	406
	493
	517
	146
	71
	1830
	64
	212
	219

	balance edits (II)
	33
	32
	30
	29
	43
	87
	32
	46
	243

	 
	purhire
	purins
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	purtot

	all edits (I)
	65
	98
	154
	81
	53
	73
	281
	150
	250

	balance edits (II)
	54
	35
	39
	32
	27
	33
	30
	101
	159

	 
	taxrates
	taxothe
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	capwork
	employ

	all edits (I)
	84
	96
	433
	129
	141
	106
	82
	18
	919

	balance edits (II)
	57
	76
	82
	99
	107
	87
	69
	18
	40


The first check on 1000-errors using turnreg and turnover takes less than a day. The automatic editing takes less than an hour per strategy. The localisation of the remaining 1000-errors costs a day. 

Edit rules

Different types of edit rules were used. First, we used edit rules for continuous variables only, for example, 

[ 1 * taxtot - 0.25 * turnover =< -1 ]

A second type applies to categorical variables in combination with continuous variables. An example of such an edit rule is

( formtype = 1 ) + [ 1 * taxrates + 1 * taxothe – 1 * taxtot = 0 ]
where the second part is an example of a balance edit rule. This edit says that if formtype equals 1, then the numerical condition 1 * taxrates + 1 * taxothe – 1 * taxtot = 0  should be satisfied. Especially for the conditions specified in the provided edit rules (e.g., turnover > 10), we used this second type often. We recoded three continuous variables employed as conditional variables for some edit rules (turnreg, turnover and employ) into four different categorical variables. This led to several edit rules of the form

( emplcond = 2 ) + ( 4 * employ – 1 * emptotc =< 0 ]
Emplcond is an example of such a newly created categorical variable. It can take the value 1 (employ = 0) or 2 (employ > 0). Also, for each variable an edit rule of the form

[ -1 * emptotc =< 0 ]
was added to make sure Cherry Pie would only choose variables in its solution for which a non-negative value could be imputed.

Localisation criteria: we fixed the number of fields that may be changed per record on seven. A theoretical reason for this is that the quality of a record that requires more changes is too low for automatic editing and needs manual editing. The practical reason is that the prototype version of Cherry Pie could not handle more fields to be changed. Because no manual editing was possible in this project, we did the editing for records with eight or more fields to be changed with only the balance edit rules. After this, no more records without a solution remained. 

Outlier detection centred around finding 1000-errors. In the error localisation steps described earlier, steps 1 and 4 apply to outlier detection methods. The specification of the edit rules takes approximately a day. 
Imputation

Because the imputation methods used in these WP 4.1 experiments are almost identical to the methods developed and evaluated in WP 5.1 we refer to that evaluation chapter for a description (Pannekoek, 2002b). 

Results

In describing the results we restrict ourselves to six key variables; turnover, emptotc, purtot, taxtot, assacq and assdisp. Also, we use a limited amount of error localisation and imputation evaluation criteria here to summarise the main results. All evaluation results for the ABI data can be found in Technical details A to D.

In Table 1.9 the editing and imputation results for strategy I are presented. The alpha’s are quite high, pointing to a large proportion of undetected errors. The beta’s vary per variable. Emptotc has a large beta (0.274), so a lot of correct values were considered incorrect by the editing process. The delta’s, giving the overall figure of misclassifications, range from 0.038 (assdisp) to 0.284 (emptotc).

The imputation criterion dL1 provides inside in the predictive accuracy of the imputations on record level. The values for these six key variables vary a lot, but this can partly be explained by different scales for the variables. The Kolmogorov-Smirnov distance function (K-S) evaluates the distributional accuracy. Turnover, purtot and assacq have low values on this criterion, indicating a sufficient preservation of the distribution of the true data values. The distribution is less well preserved for the other three variables. The m_1 criterion gives information on the preservation of aggregates after imputation. The values in the table differ a lot from each other, but as for dL1, this can partly be accounted for by the scale of the variable.

Table 1.9: Error localisation and imputation evaluation results for six variables of the ABI, strategy I

	 
	 
	turnover
	emptotc
	purtot
	taxtot
	assacq
	assdisp

	error detection
	alpha
	0.529
	0.378
	0.696
	0.569
	0.630
	0.619

	error detection
	beta 
	0.055
	0.274
	0.016
	0.045
	0.001
	0.001

	error detection
	delta
	0.096
	0.284
	0.117
	0.107
	0.049
	0.038

	predictive accuracy
	dL1  
	428.429
	59.392
	858.101
	7.921
	36.189
	66.080

	distributional accuracy
	K-S
	0.106
	0.542
	0.087
	0.648
	0.149
	0.390

	preservation of aggregates
	m_1  
	169.395
	56.681
	834.123
	5.943
	29.567
	60.964


In Table 1.10 the editing and imputation results for strategy II are given. The alpha’s range from 0.613 (emptotc) to 0.708 (purtot), indicating that at least 60% of the errors cannot be detected by the editing process. Because less edit rules apply to the variables, it is evident that the alpha’s are higher than for strategy I. Conversely, the beta’s are lower. Less edit rules results in fewer correct values considered implausible by the editing process. The delta’s range from 0.040 (assdisp) to 0.111 (purtot). Most delta’s are similar or lower in strategy II than in strategy I, showing that the amount of misclassifications is smaller with fewer edit rules.

Table 1.10: Error localisation and imputation evaluation results for six variables of the ABI, strategy II

	 
	 
	turnover
	emptotc
	purtot
	taxtot
	assacq
	assdisp

	error detection
	alpha
	0.628
	0.613
	0.708
	0.679
	0.662
	0.651

	error detection
	beta 
	0.000
	0.001
	0.006
	0.001
	0.000
	0.001

	error detection
	delta
	0.054
	0.059
	0.111
	0.082
	0.050
	0.040

	predictive accuracy
	dL1  
	74.809
	42.498
	331.297
	40.253
	33.915
	71.084

	distributional accuracy
	K-S
	0.060
	0.179
	0.099
	0.275
	0.159
	0.417

	preservation of aggregates
	m_1  
	55.513
	36.293
	306.743
	36.172
	27.670
	65.439


Most imputation results seem better for strategy II than for strategy I. The distributional accuracy increases strongly for emptotc and taxtot for strategy II. The dL1 and m_1 measures decrease substantially for turnover and purtot. Because only the imputed values are accounted for in these measures, and the number of imputations depend upon the strategy used, it is difficult to explain the smaller values. 

Strengths and weaknesses of the error localisation

The main conclusion from these results is that the quality of the automatic error localisation highly depends on the quality of the specified edit rules. And clearly, this influences the quality of the imputations as well. The edit rules provided with the ABI data were sometimes too strict. Leaving them out resulted in fewer misclassifications, but also diminished the amount of detected errors. 

The localisation of the systematic errors prior to automatic editing is an important step. However, we depended on only one registered variable. Usually, data from previous years are available and these could be used to detect more systematic errors. The detection of the 1000-errors in other variables than turnover after the automatic editing should be seen as an alternative attempt to detect systematic errors. 

The developed method can be generalised to other types of mixed data sets. As auxiliary information one needs good edit rules applying to all variables. And, for the detection of systematic errors information from registered variables or previous surveys is needed.

The major strength of the applied strategy is that it is fairly easy to understand and apply. However, the number of steps in this approach is large. This makes the level of human intervention high. The automatic editing itself requires little man-hours, but the specification of the edit rules and the detection of the systematic errors take more time. 

In the evaluation chapter on the imputation methods, more specific conclusions for the imputation strategy for the ABI data can be found. Here, we only want to stress that the quality of imputations depends on the quality of the error localisation and that the imputation criteria results are not as univocal as for the data sets with only missing values. 

Data set Environmental Protection Expenditures Survey (EPE)

Technical summary

Name of the experiment: application of  CHERRY PIE and EC System to EPE

Method: automatic error localisation, standard imputation and consistent imputation.

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: a prototype version of Cherry Pie and EC System, S-plus and Excel. Programs run under Windows 2000. 

Test scope: editing and imputation.

Setup time:  90 min.

Edit run time:  600 sec. 

Imputation run time:  900 sec.

Complete run time:   1530 sec.

Edit criteria

Automatic error localisation for the EPE data was only done for the 54 continuous component and total variables as specified in the balance edit rules. 

The editing strategy to be applied to the 1039 records consists of the following steps:

1) Run Cherry Pie using only the balance edit rules. For records with several solutions, an optimal solution is selected randomly. The same reliability weights were assigned to all variables.

2) Split up edit rules for very erroneous records and repeat step 1) for the two sets, each consisting of half the edit rules.

No statistical checks were applied. The logical checks consist of the analysis of the descriptives. No values out of value range (e.g. negative values) were detected. Furthermore, we analysed the boolean variables netinv, curexp, subsid and receipts. These variables are related to respectively totinvto, totexpto, subtot and rectot in such a way that when a total value is zero, the respective boolean variable should be zero as well. When the total variable has a positive value, the boolean should have the value one. Logical checks on these variables showed that the booleans often had incorrect values. Also the variable exp93 has a logical connection to the booleans netinv and curexp. Here, we found a lot of inconsistencies as well. It was decided from the development experiments to change incorrect values for the boolean variables and exp93 after the imputation phase on the basis of the total variables.

From the automatic error localisation using only the balance edits, 661 records were considered consistent and 378 records were found to be inconsistent. From the development experiments it was concluded that the majority of the errors were made in the boolean variables, but these variables are taken into account after the consistent imputation phase. In Table 1.11 the number of values to be imputed for all continuous variables can be found.

Table 1.11: number of values to be imputed for all continuous variables (EPE)

	eopinvwp
	eopinvwm
	eopinvap
	eopinvnp
	pininvwp
	pininvwm
	pininvap
	pininvnp
	othinvwp

	59
	51
	53
	37
	65
	59
	50
	32
	19

	othinvwm
	othinvap
	othinvnp
	totinvwp
	totinvwm
	totinvap
	totinvnp
	eopinvot
	eopinvtot

	30
	23
	14
	50
	59
	53
	34
	23
	69

	pininvot
	pininvtot
	othinvot
	othinvtot
	totinvot
	totinvto
	curexpwp
	curexpwm
	curexpap

	15
	66
	26
	35
	32
	95
	122
	165
	102

	curexpnp
	curexpot
	curexptot
	taxexpwp
	taxexpwm
	taxexpap
	taxexpnp
	taxexpot
	taxexptot

	27
	61
	8
	58
	70
	14
	3
	9
	11

	totexpwp
	totexpwm
	totexpap
	totexpnp
	totexpot
	totexpto
	subwp
	subwm
	subap

	89
	119
	73
	25
	46
	190
	0
	1
	0

	subnp
	subot
	subtot
	recwp
	recwm
	recap
	recnp
	recot
	rectot

	0
	0
	2
	3
	61
	7
	0
	5
	42


The automatic editing for all variables and the variables with a lot of errors together takes a day.

Edit rules

Two types of edit rules were used in the automatic error localisation phase. First, we used the 21 balance edits of the form

[ 1 * totinvwp +  -1 * einvwp + -1 * pinvwp + -1 * oinvwp = 0 ]

Second, for each continuous variable (54) an edit rule of the form

[ 1 * einvwp >= 0 ]

was added to prevent Cherry Pie from choosing variables in its solution for which a negative value should be imputed.

Localisation criteria: the maximum number of errors to be detected per record was fixed on seven for the same theoretical and practical reasons mentioned earlier. The few records that required more changes were edited in two steps: first, with only the balance edits related to investments and, second, with all other balance edits. The solutions were combined.

No outlier detection method was applied to this data set. The specification of the edit rules takes less than a day.
Imputation

Again we largely adopted the (standard and consistent) imputation methods for this specific data set from the WP 5.1 development and evaluation experiments. We refer to the imputation evaluation chapter of the EPE data for a detailed description of those methods (Pannekoek, 2002b). 

The logical checks showed us that a lot of errors were present in the boolean variables. We said that the boolean variables would be recalculated. An additional steps is therefore added to the imputation process described in WP 5.1. On the basis of a zero or non-zero value of the total variable (totintvo, totexpto, subtot or rectot) the value 0 or 1 for the related boolean value (netinv, curexp, subsid or receipts) was deduced. And, on the basis of netinv and curexp we were able to check the correctness of the value on exp93; if netinv and curexp have a value 0, exp93 must be 2 or 3, otherwise exp93 must have a value 1 or 3. All in all, we changed the value of exp93 only 7 times. The value of netinv, curexp, subsid and receipts was modified respectively 591, 457, 447 and 449 times. 

Results

Results for the EPE data are discussed for the continuous variables totinvto, totexpto, subtot and rectot and the categorical variables exp93, netinv, curexp, subsid and receipts. All evaluation statistics for the component variables can be found in Technical details E to G.

In Table 1.12, the error localisation and imputation criteria for the continuous variables are presented. The alpha’s range from 0.500 to 1, thus half to no errors are detected. The beta’s are small or even zero and the delta’s have values somewhere in between. We must notice that very few errors are present in the variables. So, an alpha of one for subtot or rectot signifies that the only error in this variable has not been detected. 

Imputation of the missings and values set to missing in the error localisation phase appear to be quite reasonable. The dL1 and m_1 show that  the predictions on record and aggregate level are good. The distributional accuracy varies considerably between the four variables. The variables with the largest K-S values are characterised by a low number of fields to be imputed, i.e. subtot (2) and rectot (42). As we concluded for the ABI data, these imputation evaluation results are difficult to interpret because the effects of the error localisation results on the criteria are unknown.

Table 1.12: Error localisation and imputation evaluation results for four variables of the EPE

	 
	 
	totinvto
	totexpto
	subtot
	rectot

	nr of errors / missings
	
	12 / 90
	14 / 175
	1 / 2
	1 / 42

	error detection
	alpha
	0.833
	0.500
	1.000
	1.000

	error detection
	beta 
	0.003
	0.009
	0.000
	0.000

	error detection
	delta
	0.014
	0.017
	0.001
	0.001

	predictive accuracy
	dL1  
	52.144
	30.715
	25.013
	20.734

	distributional accuracy
	K-S
	0.169
	0.048
	0.480
	0.328

	preservation of aggregates
	m_1  
	41.469
	21.433
	25.013
	11.700


In Table 1.13 the error localisation results for the categorical variables are presented. We changed a lot of fields from the boolean variables and very often this was a correct decision. All error reduction measures are small, so this post hoc error localisation and imputation step worked well. The imputation of these categorical variables is deterministic; when a value is considered incorrect, only one other value can be imputed. Therefore, the quality of the imputations can be read from the number of changes and incorrect judgements.

Table 1.13: Error localisation evaluation results for the booleans and exp93

	 
	exp93
	netinv
	curexp
	subsid
	receipts

	nr of values changed
	7
	591
	457
	447
	449

	nr of incorrect judgements
	4
	6
	11
	1
	5

	alpha
	0.000
	0.002
	0.002
	0.002
	0.002

	beta
	0.004
	0.011
	0.017
	0.000
	0.007

	delta
	0.004
	0.006
	0.011
	0.001
	0.005


2.4.3  Strengths and weaknesses of the method

The strategy used for the editing and imputation of the EPE data is quite straightforward. This makes it easy to understand and apply and it requires far less human intervention than for the ABI data. The problem of sensitivity of some edit rules does not occur in the EPE data. Only balance edits are used and each edit failure points to a real error in that record. 

Most errors were made in the boolean variables. The deduction of these values after imputation was strikingly successful. In case such logical edits apply to different variables, this kind of editing, where error localisation and imputation are done in one step, can be quite useful. Not all edit rules are satisfied after a first imputation phase. Our prototype consistent imputation program, EC-system, functioned as it should and made all records satisfy all (balance) edits. 

The error localisation results do not give us reliable information on the quality of the method because few errors are present in the data. The results of the imputations seem rather good. For an idea of the results of the imputation isolated from the error localisation, we again refer to the evaluation chapter on the imputation methods.

The standard editing and imputation methods, as applied to the EPE and ABI data sets, were quite successful. The development experiments showed that a specific strategy for each data set is required. For the ABI data it appeared of great importance to discover the systematic errors prior to the automatic error localisation. And, for this data set no consistent imputation was needed after the regular imputation, because imputation did not lead to the violation of edit rules. For the EPE data we decided that detection of systematic errors was neither possible nor needed. Here, consistent imputation was needed because of inconsistent records after the imputation phase. Also in the automatic error localisation, we varied in strategy. For the ABI data we used two different sets of edit rules, which influenced the results strongly. And for both data sets we developed a way of selecting an optimal solution from the ones generated by Cherry Pie. Another adjustment to the standard methods could be found in the treatment of the boolean variables in the EPE data. A lot of errors were made in these variables and by deducing them after all editing and imputation steps were taken, almost all errors were correctly modified. Also the imputation strategies were dependent upon characteristics of the data set, such as the types of variables, the amount of zeros, etcetera. In short, for each data set the edit and imputation results after applying the standard methods can be greatly improved by the development of an specially adapted strategy.

In terms of human resources, this development of a specific strategy is far more time-consuming than a more definite method. And, the required level of knowledge and skills gets higher. Running the programs Cherry Pie and EC System is relatively easy, but setting up the edit rules, deciding on the imputation strategy, detecting the systematic errors and selecting an optimal solution, all requires a high level of knowledge.

As regarding the prototype software for automatic error localisation (Cherry Pie) and consistent imputation (EC System), the experiments were promising. Both programs are easy to use and the output is easy to interpret. The algorithms seem to work fine on both continuous and categorical data. Things to be improved in Cherry Pie are the maximum number of fields to be imputed (it is optional now, but the program fails when the number is too large), the facility of choosing a maximum number of fields separate for missing values and errors (is possible in the latest version), and a (number of) selection principle(s) for choosing an optimal solution from the ones generated by Cherry Pie. 

The process of finding a satisfying strategy could be improved in several ways. Research directed at the detection of systematic errors by using for example, results from previous years or registered variables, would increase the quality of the error localisation. Furthermore, it seems that the quality of the edit rules is of crucial importance for the automatic error localisation. Therefore, the precise influence of different sets of edit rules on the quality of the automatic error localisation should be analysed. Also, the selection of an optimal solution was rather ad hoc in our experiments. Next to the use of reliability weights, more ways should be available to choose the most plausible solution. 




2.5 Method 5: imputation by univariate regression

2.5.1 Method

This method is based on the usual linear multiple regression model. The predictor variables should all be fully observed (contain no missing values) for this method. The parameters of the model are estimated using the records for which the target variable is observed. Using the estimated parameters, regression imputation of the missing values of the target variable entails replacing this missing value with its conditional expected value: the regression prediction.

2.5.2 Evaluation

Data set Danish Labour Forces Survey (DLFS)

Technical summary

Name of the experiment: application of Univariate Regression for the imputation of DLFS

Method: Univariate (multiple) regression

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; SPSS. 

Test scope: imputation.

Setup time:  30 min.

Edit run time:   N/A

Imputation run time:   120 sec.

Complete run time:   120 sec.

Imputation

The only variable in this data set that contains missing values and thus needs imputation is the variable income. For the regression imputation of this variable, a number of regression models have been considered. The predictor variables in these models where (subsets of) the variables: sex, age, marriage, education, business, unemploy, children, cohabite, area, phone and interactions between these variables. The performance of these models was evaluated using R2 and the criteria L1 and L2 given by Chambers (2001), see Pannekoek and van Veller (2002). Based on this evaluation a final model with 147 parameters was selected containing predictor variables age, dummy variables for sex, marriage, education, business, unemploy, children, cohabite, area, phone and age-class, all (two-way) interactions between these variables, and age-squared.

Out of the 15579 records in this data set 4175 had missing values on the variable income. Estimating the model parameters and subsequent imputation of these missing values took about 2 minutes processing time.

Results

The evaluation statistics results as reported by ONS are in table 1.14  below.

Table 1.14: evaluation statistics for data set LFS_dk2(miss)

	Slope
	0.92

	t-val
	-18.73

	mse  
	6352749474.46

	R^2  
	0.45

	dL1  
	46959.54

	dL2  
	79278.22

	dLinf
	836901.00

	K-S  
	0.08

	K-S_1
	0.02

	K-S_2
	0.00

	m_1  
	3180.92

	m_2  
	4974625603.09

	MSE
	1710695.17


At the record level, the predictive accuracy seems to be moderate. The dl1 statistic indicates an average absolute error of about 47000 (the overall mean income was about 174000 for the observed data). The R2-statistic indicates that more than half of the variance in the true values remains unexplained by the imputed values, this considerable amount of unexplained variance is also shown by the large value of mse. The small values of the K-S-statistics show that the distribution is preserved reasonably well. At an aggregate level, the statistic m_1 shows that the mean is estimated quite accurately. The difference between the true and estimated variance (m_2) is however considerable. Underestimation of the variance is a well known draw back of predictive mean imputation methods. This could be repaired, of course, by adding random residuals but that would result in a decrease of the predictive accuracy.

2.5.3 Strength and weaknesses of the method

The method is easy to apply. Some basic knowledge of regression analysis is required to build a model. The method is fast and can be applied using a variety of general statistical software packages. Both continuous and categorical predictor variables can be used.

The imputed values show less variation than the true values, especially so when the R2-value is not high. Predictor variables with missing values can hamper the ease of application. If it is important to make use of the available information in such variables, different models must be build for different subsets of the data (missing data patterns) depending on which predictors are available and which are missing. The linear regression model is only appropriate for continuous dependent variables, imputation of categorical variables requires other types of models or methods.

2.6 Method 6: imputation by multivariate regression and hot deck

2.6.1 Method

This imputation strategy is a combination of three methods: deductive imputation, multivariate regression imputation and hot deck imputation. First, if the value of a missing variable in a record can be derived unambiguously by using the edit rules (balance edits are used for this purpose) the missing variable is imputed by that derived value (deductive imputation). Second, some variables are imputed simultaneously using a multivariate regression approach. These variables serve as predictors when they are observed and are imputed otherwise. Variables without missing values can also be used as predictors, moreover such variables can be continuous or categorical variables whereas variables that need imputation can only be continuous variables. Third, for variables for which regression imputation did not led to satisfactory results in the experiments using the development (y2) data sets, hot deck methods are used. Most of these variables are “subtotals” or “partial variables” that provide a specification of a “total variable”. The total variables are either known or imputed by regression. The subtotals are imputed by a ratio hot deck method. This method starts by calculating the sum of the missing subtotals. This sum is then distributed over the missing subtotals using ratios obtained from a donor record. This imputation method ensures that the subtotals will add up to the total, it imputes zero values if the ratios in the donor are zero and it reduces to a deductive imputation if only one of the subtotals is missing. The few variables that are not subtotals or partial variables and are not imputed by regression (only 3 variables for the ABI data set and none for the EPE data set) are imputed using a standard nearest neighbour hot deck method.

This imputation strategy leads to imputations that are consistent with the fatal (balance) edits of the ABI data. However, this is not so for the EPE data. Therefore, for this data set, the imputed values are adjusted such that they satisfy all fatal edit rules. This adjustment is such that the distance between the adjusted imputed values and the original imputed values is minimized under the constraint that the adjusted imputed values are consistent with the edit rules. This method is implemented in a prototype computer program called EC system. For a more detailed description of the methodology and the algorithm we refer to De Waal and Pannekoek (2002) and De Waal (2002), respectively.

2.6.2 Evaluation

Data set Annual Business Inquiry (ABI)

Technical summary

Name of the experiment: application of Multivariate regression and hot deck imputation to ABI

Method: Multivariate regression and hot deck imputation

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; S-Plus. 

Test scope: imputation

Setup time:  60 min.

Edit run time:   N/A

Imputation run time: 600 sec.   

Complete run time:  600 sec.

Imputation

All variables with missing values in this data set have been imputed. First deductive imputation was applied to all variables that are part of a balance edit (see, Pannekoek and van Veller, 2002). The remaining missing values have been imputed using the different methods as shown in table 1.15 below. 

Table 1.15: methods applied for the imputation of the ABI sec198(y2) data set.




Imputation method




Applied to variables

1


multivariate regression

turnover, employ, stockbeg, 
stockend, purtot, 
puresale, 













emptotc, taxtot
2


ratio hot deck




empwag, empni,,
 empens, empred, puren,, purcoth, purhire, 












purins, 
purtrans, purtele, purcomp, 
puradv, 
purothse












taxrates, taxothe

3


hot deck 






assacq, assdisp, capwork


These methods are all applied within classes. The classes are those suggested by ISTAT (Di Zio, Guarnera and Luzi, 2002). Three classes are defined as follows: (1) turnreg < 1000, (2) turnreg ( 1000 and empreg (3 , (3) turnreg ( 1000 and empreg (3. In addition, formtype is also used as a  classification variable such that the resulting number of classes is 6 for variables that are on both forms and 3 for variables that are only part of either the long form or the short form. 

Some further details of the application of each imputation method are as follows. 

Multivariate regression imputation: Apart from the 8 variables with missing values listed in table 3.1, the register variable turnreg is also included since it contains no missing values and it is likely to be a good predictor for the other variables. 

Ratio hot deck: The distance function is based on the variables turnreg and empreg as well as on the relevant total variable., i.e. emptotc for the employee cost variables, purtot for the purchase variables and taxtot for the tax variables. 

Hot deck: The distance function is based only on the variables turnreg and empreg in this case.

Several alternative strategies have been investigated using the development sec197(y2) data set. For instance, multivariate regression imputation of all purchase variables and of assacq and assdisp, hot deck imputation of zero values for assacq and assdisp combined with regression imputation of non-zero values. Also, a different stratification using 14 strata based on the variable class (industry class) was investigated. On the basis of criteria such as the preservation of the mean, the imputation of a reasonable number of zeroes and the desirability to have consistency with the edit rules, the strategy described above was selected as the most promising one.

The data set contains 27 variables with missing values (2765 in total). Imputation of these missing values took about 10 minutes processing time.

Results

The evaluation statistics as produced by ONS are in Technical details E. Some results for the 8 variables that were imputed by regression are in Table 1.16.

Table 1.16: evaluation statistics for regression imputed variables

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	K-S  
	m_1  
	Observed mean

	turnover
	0.903
	-4696.2
	38099916
	0.999
	126.394
	0.053
	60.474
	17273

	emptotc
	1.000
	0.3
	76658
	0.982
	12.420
	0.120
	3.516
	2009

	puresale
	1.004
	25.6
	67404805
	0.998
	47.294
	0.036
	5.916
	10744

	purtot
	1.000
	107.9
	14130
	1.000
	4.561
	0.028
	1.958
	12553

	taxtot
	0.999
	-1.6
	3665
	0.987
	3.414
	0.294
	0.581
	279

	stockbeg
	0.944
	-54.8
	50691968
	0.862
	45.817
	0.127
	6.066
	1401

	stockend
	0.747
	-377.6
	104483556
	0.800
	47.161
	0.127
	6.957
	1472

	employ
	1.109
	17.3
	145134
	0.958
	4.210
	0.384
	1.019
	212


If the slope is close to 1, indicating that there is no systematic bias in the imputations, and the R2-value is close to one, indicating that most of the variance in the true values is accounted for by the imputations, then the imputations approximate the true values accurately. The results in table 3.3 show that this is the case for emtotc, pursale, purtot and taxtot. The results for the other variables do not uniformly indicate such a good performance. The slopes for stockend and employ (0.75 and 1.11, respectively) are substantially different from 1 and the R2-values for stockbeg and stockend (0.86 and 0.80) are the lowest for the regression imputed variables. If the values for mse, dL1, and m_1 are not obviously low, these values are harder to interpret than slope and R2. Larger values of mse, dL1, and m_1, could be acceptable if the variable itself has large values. To have an indication of the magnitude of the variables, the observed mean is also included in table 3.2. Note, however that this could be misleading, for the development data we found that the observed mean was often more than a factor 10 different from the mean for the missing values. However, if we assume that the true mean is close to the observed mean, we see that the large value of m_1 for turnover corresponds with an error of about 0.3% whereas the much smaller value of m_1 for employ corresponds with an error of about 0.5%. The K-S statistic indicates that the distributional accuracy of taxtot and employ  is less than for the other variables.

The statistics for the other 19 variables that are imputed using the hot deck methods show much more varying results, slope values ranging from 0.007 (puradv) to 3.8 (assacq) and R2 values ranging from 0.08 (puradv) to 1.0 (empwag, empni). Note, however, that for 9 of these 19 variables no regression results are reported. Out of the 10 values that are reported 6 of the slope values are between 0.9 and 1.1 and 3 of the R2 values are larger than 0.9 (6 larger than 0.8). The quality of the imputation for some of the 9 variables for which no regression results are reported, seems to be quite good. For taxrates and taxothe the dL1 values (1.2 and 0.8) and m_1 values (0.7 and 0.6) are the smallest among all 27 variables. The dL1 and m_1 values for the other variables are larger and it depends on the size of the true values how these values should be interpreted. 

The K-S statistics show less variation between variables. The mean for the regression imputed variables is 0.15, the mean of the hot deck imputed variables is 0.10 and the overall mean is 0.11.

Data set Environmental Protection Expenditures

Technical summary

Method: Multivariate regression and hot deck imputation

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; S-Plus, EC-system 

Test scope: imputation

Imputation

All 54 variables with missing values in this data set have been imputed. First deductive imputation was applied to all variables that are part of a balance edit (see, Pannekoek and van Veller, 2002). The remaining missing values for the four overall total variables (totinvtot, subtot, rectot, and totexptot) were imputed by multivariate regression. 

To improve the imputation by the multivariate regression procedure, the regression model did not only contain the 4 variables mentioned above but also dummy variables representing the first digit of act (economic activity) and emp (number of employees). The other 50 variables were imputed using the ratio hot deck method. For this method, the distance function was based on the variable emp and a relevant total variable. Table 1.17 below gives these total variables for each variable that is imputed with the ratio hot deck method.

Table 1.17: total variables used for ratio hot deck

	Variables imputed
	Total variable

	eopinvtot, pininvtot, othinvtot, totinvwp,  totinvwm, totinvap, totinvnp, totinvot
	totinvtot

	eopinvwp, eopinvwm, eopinvap, eopinvnp, eopinvot
	eopinvtot

	pininvwp, pininvwm, pininvap, pininvnp, pininvot
	pininvtot

	othinvwp, othinvwm, othinvap, othinvnp, othinvot
	othinvtot

	totexpwp, totexpwm, totexpap, totexpnp, totexpot, curexptot, taxexptot
	totexptot

	curexpwp, curexpwm, curexpap, curexpnp, curexpot
	curexptot

	taxexpw, taxexpw, taxexpap, taxexpnp, taxexpot
	taxexptot

	subw, subwm, subap, subnp, subot
	subtot

	recwp, recwm, recap, recnp, recot
	rectot


This imputation method ensures that 12 of the 23 balance edits are satisfied. Since the other 11 edits are not necessarily satisfied, the imputed values are adjusted afterwards with EC system to ensure that all balance edits are satisfied.

Besides this imputation strategy whereby only the four unconstrained overall total variables are imputed by regression and all other variables are imputed by ratio hot deck, several alternative strategies have been investigated using the development epe93a(y2) data set. Although some of these alternative methods showed a better performance for some variables they also showed a worse performance for other variables. The evaluation of these experiments was also hampered by a lack of data: for some variables, there were only a few missing values in the 200 records for which the true values were made available. All in all the results of these experiments did not point out that a more involved imputation strategy would be better than the relative straightforward strategy described above.

The EPE data set contains 54 variables with missing values. The total number of missing values is 2230. Imputing all these missing values and adjusting them afterwards took about 15 minutes processing time.

Results

The evaluation statistics as produced by ONS are in Technical details E. Results for the four overall total variables are presented in table 1.18.

Table 1.18: evaluation statistics for the four overall total variables

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	K-S  
	m_1  
	Observed mean

	totinvtot
	1.016
	4.89
	727976
	0.358
	57.5
	0.396
	50.0
	313.4

	totexptot
	
	
	
	
	0.0
	0.000
	0.0
	413.4

	subtot
	0.132
	-1.401E+17
	0
	1.000
	9.5
	0.480
	9.5
	8.3

	rectot
	0.584
	-7.72
	12632
	0.095
	21.1
	0.447
	9.9
	43.2


The 175 missing values in totexptot could all be imputed deductively, so for this variable no estimation method was necessary, resulting in zero imputation error. The slope-value for totinvtot is close to 1 but the R2-value is not high. At an aggregate level, the preservation of the mean is relatively the best for the three regression imputed variables. The regression results for subtot seem unreliable, at least the value of 0 for mse seems contradictory to non-zero values of dL1, K-S and m-1. This may be caused by the fact that this variable only contains 2 missing values. Anyhow, the statistics dL1, K-S and m-1 indicate that the imputations for the two missing values did not track the true values well. The slope and R2-values for rectot show that the regression imputation also did not perform well for this variable and this is confirmed by the other statistics. All in all the regression imputation did not perform well for this data set. The results are a lot worse than for the ABI data set where the regression results were quite satisfactory.

Taking all variables into account, the R2-value  is 0.56 on average, 7 values are larger than 0.9 and 14 values are larger than 0.8 out of the 44 values reported. More than half of the reported slope values are reasonably close to 1: 27 out of the 44 reported slope values are between 0.9 and 1.03. The results for the R2- values show worse performance of the imputation for the EPE data than for the ABI data, with respect to the slope-values there is not much difference. The mean of the K-S-statistics is 0.425 and only 3 values are less than 0.1. This indicates that the distribution is not preserved well and this result is a lot worse than for the ABI data. 

2.6.3 Strength and weaknesses of the method

The methods are based on regression and hot deck principles that are well understood and they are fairly easy to apply. Multivariate regression is available in general statistical software packages such as SAS, SPSS and S-Plus and hot deck methods are available in many of the statistical software systems in use by National Statistical Institutes. The ratio hot deck method applied to the partial variables ensures that these variables meet the balance edits. The multivariate regression procedure automatically makes effective use of variables with missing values i.e. these variables are not only imputed but also serve as predictors when they are observed. 

Apart from the already mentioned underestimation of the variance when the R2-value is not high, the regression method also has drawbacks for variables that are non-negative but contain a lot of zero values. The regression method will not impute any zero values but a considerable amount of negative imputation can arise. For most users, this will not be acceptable. Also, balance or other edit constraints will usually not be satisfied by regression imputed values. For these reasons, in the case of ABI we have applied hot deck methods for variables that contain a lot of zero values and/or are constrained by edit rules. However, the quality of the hot deck imputed values is varying, quite accurate results are obtained for some variables but for other variables the quality of the imputations is not good. 

In addition it should be mentioned that for EPE data set, contrary to the ABI data, the ratio hot deck method does not result in imputations that satisfy all balance edits for variables that are part of more than one such edit rule. This was the reason for adjusting the imputed values afterwards. Also, these data sets shows that the regression method may lead to inaccurate results when there is no strong linear relation between predictor variables and variables to be imputed, possibly because of outliers.

Method 7: DIS for imputation

2.6.4 Method

During the late 1990's, the Office for National Statistics (ONS) developed and tested the Donor Edit and Imputation System (DEIS) which showed promising results in the context of census data. The imputation module was subsequently re-developed and enhanced to be applicable to the wide variety of data sets and variables selected in EUREDIT.  This system is now known as the Donor Imputation System (DIS) and has been developed in partnership with the Numerical Algorithms Group (NAG).  The performance of DIS has been evaluated against the results from its application to five of the EUREDIT datasets: Danish LFS; UK SARS; UK ABI; Swiss EPE; and GSOEP.  All experiments and evaluations the were performed on a single Pentium III PC.

DIS is a variant of the hot deck method which searches for and uses a single donor for all item imputation of any recipient record.  The donor search is implemented using a set of matching variables, or predictors, which are related to the missingness in the recipient record. The matching variables are applied to a statistical distance function and the donor with the minimum distance selected.  DIS currently supports three basic distance functions.  In the following yr represents the value of the matching variable for  recipient record and yd similarly for any potential donor record.

Euclidean distance:
d = (yr - yd)

Manhattan distance:
d= |yr -yd|
The regression distance, or predictive mean matching, obtains predictions from the regression model built using the matching vari​ables as covariates. At present only a linear model is available and predictions are calculated both for non-​missing and missing variables. The prediction for each missing variable is compared with the predic​tions for the non-missing variables to find a match. The true value from the matched record becomes the donor value.

Thus, there are two main stages in the implementation of DIS: searching and establishing a pool of suitable donors; and donor selection.   If a suitable donor is not located, then the categories of each matching variable are sequentially collapsed and the search is repeated.  If at the end of this process no donor is located then non-significant matching variables are removed in turn until only one remains. When multiple donors are identified there are two options available: select first donor in the list; or make a random selection.

To summarise, the donor search algorithm is given by:

1. search for a suitable donor using the set of matching variables;

2. if no donor found, then sequentially collapse the categories of the matching variables;

3. if still no donor found, remove non-significant matching variables one at a time and repeat the search as per steps 1and 2.

4. stop when donor found.

2.6.5 Evaluation

Data set Danish Labour Force Survey (LFS)

Technical summary

Name of the experiment: application of DIS to DLFS

Hardware used:
Dell Precision 420

Software used:
DIS 

Test scope:
Imputation

Setup time:          1 hour

Edit run time:      not applicable

Imputation run time: 2 minutes

Complete run time:   2 minutes

Imputation

This data set consists of administrative records with one record per individual.  There are 14 variables of which only INCOME contains  missingness.  INCOME is continuous while the matching variables are mostly categorical.

Bivariate scatter plots between the income variable and all potential matching variables were examined to provide an indication of the relationship between income and the other variables. Also, the Pearson correlation coefficient was calculated.  Based on the results of the scatter plots and the correlation coefficient the following matching variables were chosen: BUSINESS; AGE; MARRIAGE; SEX; CHILDRES; UNEMPLOY; COHABIT; AREA; and EDUCATION.

The evaluation dataset contained 15,579 records for which the system run time, was two minutes.  The development data set contained 200,000 records for which the system run time was three hours. In addition to this, preparation of the options file for the DIS software took one hour.

Results

We present results for the development data set first.  The selected matching variables contain one continuous variable (AGE) whilst the remainder are categorical.  The imputation was conducted using the Euclidean and Manhattan distance functions for AGE with simple matching for the remainder. Since the imputation variable, income, is continuous we also used the predictive mean matching option.

We applied the imputation performance measures for a scalar variable (Chambers, 2001). Here we consider measures for assessing the preservation of true values. We calculate the measures dL1 (absolute difference), dL2 (square root of the squared difference) and dLinf (maximum absolute difference). The values for the measures dL1, dL2 and dLinf for Euclidean distance, Manhattan distance and predictive mean matching are given in Table 1.19. This table also displays the imputed (i) and true (t) medians and means for the income variable.

Table 1.19: Preservation of true values.

	
	dL1
	DL2
	dLinf
	imedian
	imean
	tmedian
	tmean

	Euclidean
	56216.88
	96516.69
	711668.8
	163000
	177700
	
	

	Manhattan
	56154.96
	96411.28
	711668.8
	162900
	177700
	160140.5
	175385.5

	Regression
	56225.80
	96284.45
	711668.8
	163000
	177700
	
	


The first three statistics (dL1, dL2, dLinf) are  measures of distance hence the smaller the value the closer the imputed values to the true values. The three distance functions used to impute INCOME all give similar results. To assess preservation of distribution we consider the Kolmogorov​ Smirnov distances KS, KS, and KS2. For the three distance measures (Euclidean, Manhattan and regression) the Kolmogorov-Smirnov distances are 0.022, 0.007 and 0.00009.  These values are close to zero which indicates that the distribution of INCOME has been preserved. The imputed medians and means are also similar to the true values.

The same set of matching variables were used to impute the evaluation data set using predictive mean matching.  The Kolmogorov-Smirnov statistics are close to zero indicating preservation of the distributions. The values for the measures dLl, dL2 and dLinf are 63225.37, 102042 and 869105 respectively. These values are larger than those obtained from the development data indicating that true values for the evaluation data set have not been preserved as well as for the development data set. This may be because the evaluation data set only contains 15,579 records so finding a suitable donor is more difficult. The development data set contains 200,000 records.

Data set UK Sample of Anonymised Records (SARS)

Technical summary

Name of the experiment: application of DIS to SARs

Hardware used:
Dell Precision 420

Software used:
DIS

Test scope:
Imputation

Setup time:          2 hours

Edit run time:      not applicable

Imputation run time:   4 days

Complete run time:     4 days

Imputation

The SARS data is a 1% sample of households from the 1991 UK population census. All variables are categorical with the exception of AGE and HOURS which are continuous.  Multiple missingness is present at the item level and also the response 'Not Applicable' is present in some variables.

Since the principal behind DIS is to use a single donor for all missing items in a single record, a group of matching variables were selected by a two stage process: firstly predictors for each of the variables with  missingness were selected by considering bivariate scatter plots and Pearson correlation coefficients; next a combined set was selected, from the individual sets, by identifying those which occurred most frequently. We considered three sets of matching variables.  Set 1 consists of: PERSINHH; AGE; SEX; RELAT; MSTATUS; ISCO2; QUALEVEL; HHTYPE; ROOMSNUM; and TENURE.  Set 2 consists of:
Set 1 plus HOURS and ISCOL1.  Set 3 consists of: Set 1 minus ISCO2, QUALEVEL plus ECONPRIM

DIS took one hour to run for the development data set and four days for the evaluation data set (492,472 records), together with two hours, in each case, to prepare the options file.

Results

Firstly, results for the development data are presented.  Imputation was carried out using the three sets of matching variables by applying the Euclidean distance function to continuous variables and simple matching to categorical variables.  The user defined distance option was applied for matching variable MSTATUS (marital status) in set 3.  Evaluation criteria for assessing the preservation of the marginal distribution for categorical variables was applied and preservation of the true values for continuous variables (Chambers 2001).  Results are presented here for AGE, SEX and BATH in Tables 1.20 to 1.22 respectively.  For matching variables in set 3 two sets of results are presented: firstly applying simple matching (set 3a); and secondly applying user defined distances (set 3b).

The first three statistics in Table 1.20 are distance measures and a smaller value indicates that the imputed data set is closer to the true data set.  From Table 1.20, we observe that the best imputation results for AGE are achieved using matching variables in set 3, that is, PERSINHH, SEX, AGE, MSTATUS, RELAT, ECONPRIM, HHTYPE, ROOMSNUM and TENURE.

Table 1.20: AGE  - preservation of the true values

	
	dLl
	dL2
	dLinf
	imedian
	imean
	Tmedian
	tmean

	Set 1
	11.98
	16.82
	89
	36
	37.92
	36
	37.45

	Set 2
	13.56
	18.58
	92
	36
	38.02
	36
	37.45

	Set 3a
	10.21
	15.08
	91
	36
	37.84
	36
	37.45

	Set 3b
	10.15
	15.05
	92
	36
	37.85
	36
	37.45


We assess the preservation of distribution by application of the Kolmogorov-Smirnov statistics.  For AGE the Kolmogorov-Smirnov statistics (KS, KS1, KS2) are 0.13, 0.06 and 0.006 respectively.  These values are close to zero and indicate that the imputation method preserves the distribution. Table 1.20 also displays the imputed (i) and true (t) medians and means and we observe that the imputed medians and means are close to the true values.

Table 1.21: SEX - preservation of the marginal distribution.

	
	W
	D
	

	Set 1
	69.97
	 0.36
	0.33

	Set 2
	30.20
	0.33
	0.30

	Set 3a
	59.56
	0.36
	0.33

	Set 3b
	33.93
	0.34
	0.31


Table 1.22: BATH - preservation of the marginal distribution.

	
	W
	D
	

	Set 1
	 1.92
	0.007
	0

	Set 2
	0.16
	0.007
	0

	Set 3a
	0.31
	0.008
	0

	Set 3b
	0.50
	0.007
	0


For an imputation variable with m+1 categories, the statistic W follows a chi-square distribution with m degrees of freedom.  From Table 1.22 we observe that the marginal distribution for  BATH is preserved for all sets of matching variables with the best results achieved by set 2.  For the remaining categorical variables the W statistic indicates that the marginal distributions have not been preserved.  This may be explained by the large number of 'Not Applicable' responses which make it difficult to find suitable donors.  Tables 1.23 and 1.24 display results for  MSTATUS AND LTILL.

Table 1.23: MSTATUS (Marital Status) - preservation of the marginal distribution.

	
	W
	D
	

	Set 1
	235.98
	0.33
	0.30

	Set 2
	233.58
	0.35
	0.32

	Set 3a
	212.32
	0.32
	0.29

	Set 3b
	135.08
	0.30
	0.28


Table 1.24: LTILL (Long Term Illness) - preservation of the marginal distribution.

	
	W
	D
	

	Set 1
	19.06
	0.21
	0.17

	Set 2
	19.64
	0.22
	0.19

	Set 3a
	11.28
	0.19
	0.15

	Set 3b
	13.55
	0.19
	0.16


We also present the cross classification of actual versus imputed counts. The results for variables SEX (set 2) and BATH (set 2) are given in Tables 1.25 and 1.26 respectively where the rows represent the imputed values and the columns the true values..

Table 1.25: Cross classification of actual vs. imputed counts - SEX

	
	1
	2

	1
	22500
	463

	2
	646
	24094


Table 1.26: Cross classification of actual vs. imputed counts - BATH

	
	1
	2
	3

	1
	47517
	8
	5

	2
	7
	110
	0

	3
	6
	0
	50     


We observe that the per​centage of correct imputations for SEX and BATH is 67 and 99 respectively. In general, DIS performs reasonably well for household level variables such as BATH but less well for individual variables.  This may be due to application of a combined set of matching variables which may have made it more difficult to find a suitable donor. To achieve a high rate of correct imputations it is essential to choose appropriate matching variables.

We now present results for the evaluation data set. Here the imputation was applied using matching variables in set 3b.  We observed that for most variables the imputation process does not preserve the distributions. The W statistic was used to assess whether or not the distribution is preserved and in this report we present results for MSTATUS, SEX, RELAT and RESIDSTA in Table 1.27. We observe from Table 0 that the imputation process has preserved the distribution for RESIDSTA. For the two continuous variables, AGE and HOURS, the Kolmogorov-Smirnov statistics are 0.13 and 0.25 respectively.  These are small and provide an indication that the distributions have been preserved. However, true values are not so well preserved since the statistic R2 is not close to one.  As with the development data set the evaluation statistics indicate that the DIS does not give good results.

Table 1.27: Evaluation criteria statistics, evaluation data set.

	
	W
	D
	
	p-value

	MSTATUS
	919.92
	0.32
	0
	<0.01

	SEX
	654.96
	0.33
	0.32
	<0.01

	RELAT
	1286.81
	0.35
	0.35
	<0.01

	RESIDSTA
	1.59
	0.09
	0.08
	>0.1


Data set UK Annual Business Inquiry (ABI)

Technical summary

Name of the experiment: application of DIS to ABI

Hardware used:
Dell Precision 420

Software used:
DIS

Test scope:
Imputation

Setup time:          2 hours

Edit run time:      not applicable

Imputation run time:   1 minute

Complete run time:     1 minute

Imputation

This data set contains responses to selected questions from the UK Annual Business Inquiry for two sectors and for the years 1997 and 1998.  There are two questionnaires, the short version only asks for summary information.  Values for variables from questions that are not on the short form are set to -9 for businesses that answered the short questionnaire.  All the variables are continuous and many have missingness.  A combined set of matching variables was chosen using the same method as for the SARS data set.

For the development data sets we consider three sets of matching variables.  Set 1 consists of PURINS, PURTELE, EMPNI, ASSACQ, STOCKEND, TURNOVER, PURHIRE, PURTRANS, PURPTHSE, EMPLOY, STOCKBEG and EMPWAG.  Set 2 consists of set 1 minus PURTRANS, PURPTHSE, EMPLOY STOCKBEG and EMPWAG plus STOCKBEG, PUROTHSE, EMPENS, PURINS.  Whilst set 3 consists of a subset of set 1 i.e. set 1 minus PURTELE, PURTRANS, PURPTHSE, EMPLOY and STOCKBEG.

The 1997 data set contains a total of 31 variables of which 25 have missingness whilst the 1998 data set contains a total of 34 variables of which 28 have missingness.  The imputation of both the development and the evaluation data sets took only one minute but preparation of the options file for the DIS software took two hours.

Results

Results for the development data set are discussed first.   We carry out imputation using Euclidean distance for the three sets of matching variables and apply the evaluation criteria for assessing the preservation of true values.  We present results for the variables TURNOVER, EMPTOTC, PURTOT, TAXTOT, ASSACQ and ASSDISP.  For the 1998 data set we consider preservation of the true values using the measure dL1, dL2 and dLinf.  The results are displayed in Tables 1.28 to 1.30.

Table 1.28: Preservation of true values, dL1,1998 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	20949.21
	22213.26
	22534.57

	EMPTOTC
	169.81
	170.56
	123.95

	PURTOT
	2378.68
	2359.12
	2404.61

	TAXTOT
	4351.05
	4351.86
	4354.03

	ASSACQ
	107.41
	109.78
	77.76

	ASSDISP
	30.67
	37.39
	29.50


Table 1.29: Preservation of true values, dL2,  1998 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	306537.6
	313847.6
	311310.3

	EMPTOTC
	1599.79
	1603.13
	681.16

	PURTOT
	18295.61
	18225.41
	18165.45

	TAXTOT
	30802.05
	30801.99
	30802.51

	ASSACQ
	1424.60
	1431.61
	1186.31

	ASSDISP
	710.94
	744.68
	711.51


Table 1.30: Preservation of true values, dLinf 1998 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	231182
	236057.4
	234153.8

	EMPTOTC
	2957.55
	2957.55
	900.48

	PURTOT
	6857.24
	6857.24
	6857.24

	TAXTOT
	11833.68
	11833.68
	11833.68

	ASSACQ
	2472.12
	2472.12
	2253.10

	ASSDISP
	1588.92
	1588.92
	1588.92


For the 1998 data, from Tables 1.28 to 1.30 we observe that the matching variables in set 1 give the best imputation results for variables TURNOVER, TAXTOT and ASSDISP and matching variables in set 3 give the best imputa​tion results for EMPTOTC, PURTOT and ASSACQ.  Again for each variable the Kolmogorov-Smirnov statistics are close to zero indicating that the imputation method preserves the distributions of these variables.

Table 1.31: True and imputed medians and means, 1998 data set.

	
	median
	median1
	median2
	median3
	mean
	mean1
	mean2
	mean3

	TURNOVER
	2344
	2343
	2346
	2341
	28550
	27600
	27510
	27530

	PURTOT
	1750
	1752
	1756
	1756
	23510
	23370
	23360
	23340

	TAXTOT
	11
	10
	11
	10
	1791
	1798
	1798
	1797


Table 1.31 displays the true medians and means together with those from the three imputed data sets. We observe that the imputed means and medians are close to the true values. Results for the 1997 data are shown in Tables 1.32 to 1.33.  Similar conclusions can be drawn for the 1997 data set.

Table 1.32: Preservation of true values, dL1, 1997 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	2251.78
	4252.31
	2320.87

	EMPTOTC
	286.83
	267.29
	359.97

	PURTOT
	4017.28
	9856.29
	2282.69

	TAXTOT
	62.91
	87.05
	97.72

	ASSACQ
	73.03
	67.89
	63.29

	ASSDISP
	17.86
	11.89
	11.28


Table1.33: Preservation of true values, dL2, 1997 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	12202.78
	21050.79
	18915.68

	EMPTOTC
	3752.35
	2542.05
	3802.47

	PURTOT
	27433.55
	69607.42
	14912.95

	TAXTOT
	1452.28
	1600.16
	1617.11

	ASSACQ
	232.36
	227.67
	217.73

	ASSDISP
	93.62
	34.08
	35.85


Table 1.34: Preservation of true values, dLinf, 1997 data.

	
	Set 1
	Set 2
	Set 3

	TURNOVER
	17890.26
	30342.65
	30342.65

	EMPTOTC
	6652.73
	4400.12
	6652.73

	PURTOT
	6816.77
	17306.48
	3701.83

	TAXTOT
	2633.05
	2633.05
	2633.05

	ASSACQ
	149.45
	282.67
	282.67

	ASSDISP
	41.44
	16.30
	20.61


Table 1.35: True and imputed medians and means, 1997 data.

	
	median
	median1
	median2
	median3
	mean
	mean1
	mean2
	mean3

	TURNOVER
	2500
	2483
	2481
	2500
	34970
	35070
	35300
	35290

	PURTOT
	1859
	1835
	1835
	1835
	28290
	28140
	28070
	28210

	TAXTOT
	10
	10
	10
	10
	2425
	2411
	2416
	2417


For the evaluation data set, we look at two versions y2 and y3. The y2 version contains missingness only with all other values assumed to be valid.  The y3 version contains missingness and errors. Results for the y2 evaluation data set are better than those obtained from the development data. The Kolmogorov-Smirnov statistic is close to zero for all variables except ASSACQ, ASSDISP and CAPWORK. So for these variables the distributions have not been preserved.  The statistics dL1,dL2, and dLinf indicate that the imputed values are similar to the true values for most variables. Table 1.36 displays results for the variables TURNOVER, PURTOT and TAXTOT.

For the y3 data set the imputation method does not give good results for most variables. This is as expected since the y3 data set contains errors that have not been corrected by any editing process. In practice, dirty data is cleaned by an editing procedure prior to applying the imputation process.

Table 1.36: Evaluation criteria statistics, evaluation data.

	
	dL1
	dL2
	dLinf
	dKS

	TURNOVER
	1113.56
	47506.73
	79181.99
	0.11

	PURTOT
	70.54
	1647.71
	2547.33
	0.06

	TAXTOT
	8.03
	97.29
	127.22
	0.07


Data set Environmental Protection Expenditures Survey (EPE)

Technical summary

Name of the experiment: application of DIS to EPE

Hardware used:
Dell Precision 420

Software used:
DIS

Test scope:
Imputation

Setup time:          3 hours

Edit run time:      not applicable

Imputation run time:   1 minute

Complete run time:     1 minute

 Imputation

This data set consists of a questionnaire distributed in 1993 to enterprises in Switzerland. The enterprises were chosen according to class of economic activity. The data set consists of information on expenditure relating to environmental issues. The data set contains 70 variables which are responses to the questionnaire plus additional general business questions. There is a mixture of continuous and categorical variables.

As with the UK SARS data we obtain a combined set of matching variables. Again for the development data we look at three sets of matching variables given by, set 1: RECTOT, TOTINVWP, TOTINVAP, TOTINVOT, TOTINVTO, TOTEXPWM, TOTEXPNP,TOTEXPTO, NETINV and CUREXPTO; set 2: RECOT, TOTINVWM, TOTINVNP, TOTINVTO, TOTEXPWP, TOTEXPAP, TOTEXPOT, TOTEXPTO, EXP93 and CUREXP; and set 3: RECTOT, RECOT, CUREXPTO, CUREXP, TOTEXPTO, and TOTINVTO. Out of the 70 variables 51 had missing values. Euclidean distance was applied for coninuous matching variables and simple matching for categorical matching variables.  The imputation of the development and evaluation data sets took one minute to complete.  Preparation of the DIS options file took three hours.

Results

We first give results for the development data.  For the continuous variables we assess the preservation of true values using the distance measure dL2.  Here we present results for the variables TOTINVTO, TOTEXPTO,SUBTOT and RECTOT.  The results are given in Table 1.37.  The imputed and true medians and means are given in Table 1.38. Measures dLl and dLinf in Table 1.41 and Table 1.42 respectively.

Table 1.37: Preservation of true values, dL1.

	
	Set 1
	Set 2
	Set 3

	TOTINVTO
	517.83
	713.88
	1520.29

	TOTEXPTO
	1001.16
	1104.08
	457.74

	SUBTOT
	15
	120
	15

	RECTOT
	249.18
	417.20
	416.86


Table 1.38: Preservation of true values, dL2.

	
	Set 1
	Set 2
	Set 3

	TOTINVTO
	1687.71
	1970.37
	2832.83

	TOTEXPTO
	2218.12
	2171.44
	1395.59

	SUBTOT
	15
	159.45
	15

	RECTOT
	904.45
	1102.85
	1102.42


Table 1.39: Preservation of true values, dLinf.

	
	Set 1
	Set 2
	Set 3

	TOTINVTO
	954.56
	919.92
	670.13

	TOTEXPTO
	1672.97
	1418.50
	1418.50

	SUBTOT
	7.85
	117.80
	7.85

	RECTOT
	1423.03
	1423.03
	1423.03


From Table 19 to 21 we observe that matching variables in set 1 give the best results for TOTINVTO, SUBTOT and RECTOT while those in set 3 give better results for TOTEXPTO. Results for SUBTOT using matching variables in set 1 and set 3 are equal which indicate that both sets lead to equally good imputed values.

Table 22 displays the true and imputed medians and means. We observe that the medians from the imputed data are similar to those obtained from the true data.

Table 1.40: True and imputed medians and means

	
	tmedian
	median1
	median2
	median3
	tmean
	mean1
	mean2
	mean3

	TOTINVTO
	0
	0
	0
	0
	1026
	1028
	977
	1070

	TOTEXPTP
	15.5
	12
	12
	12
	1850
	1716
	1704
	1752

	SUBTOT
	0
	0
	0
	0
	44.13
	43.68
	44.88
	43.68

	RECTOT
	0
	0
	0
	0
	222.3
	218.9
	210.3
	210.5


For the evaluation data set we present results for TOTINV, TOTEXPTO, SUBTOT and RECTOT. Table 23 displays the results for the statistics dLl, dL2, dLinf and the Kolmogorov-Smirnov statistic (dKS).

Table 1.41: Evaluation criteria statistics, evaluation data

	
	dLl
	dL2
	dLinf
	dKS

	TOTINVTO
	127.44
	323.82
	332.22
	0.43

	TOTEXPTO
	39.31
	117.92
	200.70
	0.13

	SUBTOT
	1.44
	2.08
	1.92
	0.50

	RECTOT
	41.49
	132.69
	232.69
	0.81


The Kolmogorov-Smirnov statistic indicates that for most variables that distributions have not been preserved. This data set contains many observations that are zero hence it is difficult to find suitable donors. Also it is a small data set,  1,039 records, so finding a suitable donor is more difficult.

Data set German Socio-economic Panel Data.

Technical summary Method: DIS

Name of the experiment: application of DIS to Panel Data

Hardware used:
Dell Precision 420

Software used:
DIS

Test scope:
Imputation

Setup time:          4 hours

Edit run time:      not applicable

Imputation run time:   2 minutes

Complete run time:     2 minutes

Imputation

This data set is a selection from the German household survey for people who participated in the survey over the years 1991 to 1996.  For each year there are 30 education and employment variables for each participant plus identification variables.  Out of the 30 variables, 4 have missing values but not all of the 4 variables are missing in all six years.

Matching variables were obtained for each of the 4 variables after assessing bivariate scatter plots and the Pearson correlation coefficients. We wish to exploit the longitudinal aspect of this data set by using the previous years data to match on if it is available.  For example if income in 1996 is missing but is present for all previous years then we would use the previous years income variables as matching variables in the search for a donor. For this reason a single donor to impute all missing variables in a record is not appropriate, so for this data set we impute using individual donors for each imputation variable.  The most common matching variables are WEGEN, AUSB, ERWZ, BETR, OEFFS, ISCOH, BRANCH, SEX, BILZEIT and PBB02.  The variables that require imputing are continuous.  For this data set we only consider one set of matching variables for each imputation variable.  The imputation of the development and evaluation data sets took one and two minutes respectively to complete.  The preparation of the DIS options file took four hours.

Results

For the continuous variables we assess the preservation of true values using the distance measures dL1, dL2 and dLinf. Table 1.42 presents results for variables INCOME91, INCOME96, HOUSEINC9l and HOUSEINC96 for the development data and similarly Table 1.43 for the evaluation data..

Table 1.42: Preservation of true values, development data.

	
	dLl
	dL2
	dLinf
	dKS

	INCOME91
	21952.23
	46892.6
	389900
	0.09

	INCOME96
	23652.08
	37622.35
	202000
	0.07

	HOUSEINC91
	44980.45
	73382.96
	454634
	0.10

	HOUSEINC96
	42615.04
	66577.29
	404296
	0.05


Table 1.43: Preservation of true values, evaluation data

	
	dLl
	dL2
	dLinf
	dKS

	INCOME91
	13171.87
	22321.61
	249150
	0.02

	INCOME96
	22640.82
	40047.33
	533200
	0.07

	HOUSEINC91
	37529.73
	51859.89
	595045
	0.10

	HOUSEINC96
	47495.84
	70178.13
	532290
	0.15


From Tables 1.42 and 1.43 we observe that the Kolmogorov-Smirnov statistic is close to zero for both datasets indicating that distributions have been preserved.  However, DIS did not preserve the  true values for this data set.

2.6.6 Strengths and weaknesses of the method

The current DIS system finds a single donor for all imputation variables in a record but also has an option for allowing a different donor for each imputation variable. There are a choice of distance functions for categorical and continuous matching variables. Current results indicate that the donor imputation system gives good results when a suitable set of matching variables is used and when a large donor pool is available. Comprehensive statistical analyses of the data set may be necessary to obtain a good set of predictors for each imputation variable. Good knowledge of the data set is also necessary. The user also has to select the distance measure for each variable and weights/scaling factors. Depending on the number of variables and the complexity of the data set these preparations may take more than one day. At present the options file is time consuming to set up. Improvements may be necessary to speed up the process. DIS is not an editing system and hence separate software for editing will be required. As expected the imputation performance of DIS in the presence of dirty data is not particularly good. Also the donor imputation method does not perform well on data sets where there are a large number of observed zeros.

2.7 Method 8: SOLAS for imputation

2.7.1 Method

In SOLAS is included a variety of different tools for imputation. SOLAS is able to perform both single and multiple imputation. Single imputation can be performed as either Group Means, Hot Deck, Last Value Carried Forward or Predicted Means. Multiple imputation can be performed directly as Predictive Model Based Method and Propensity Score Method. SOLAS is also to perform a replication of, for example, a multiple number of Hot Decks. In this report single imputation of the income is performed in the DLF, using Hot Deck and Predicted Means.

An analysis of the DLF has shown that the following variables were significant when the goal was to describe the variation in the variables income: Sex, Business, Unemployed and Education. These variables have been used in the order given above for the imputation.

SOLAS 3.0 recommends a Pentium processor, 32MB RAM, 14MB Hard Disk Space and Windows 95 or higher.

2.7.2 Evaluation

Data set Danish Labour Force Survey (DLFS)

Technical summary

Name of the experiment: application of SOLAS hot deck to DLFS

Hardware used:
Pentium III 300 Mhz

Software used:
SOLAS 3.0, Windows NT 

Test scope:
Imputation

Setup time:  

Edit run time:   

Imputation run time:   

Complete run time:   

.

Name of the experiment: application of SOLAS predicted means to DLFS

Hardware used:
Pentium III 300 Mhz

Software used:
SOLAS 3.0, Windows NT 

Test scope:
Imputation

Setup time:  

Edit run time:   

Imputation run time:   

Complete run time:   

Imputation

Sex, Business, Unemployed and Education were the significant variables in the order given above, which were used for the imputation of income. Hot Deck chooses a random representative according to the most detailed combination of the prioritised variables where observations are available, and therefore retains most of the variation in data. Predicted Means is an imputation based on the estimated value in a regression analysis containing the main effects of Sex, Business, Unemployed and Education.

Results

In general, the impression is that the results are not remarkable striking, but it is not surprising that Predicted Means is superior for prediction of the total (average) income, whereas single Hot Deck is superior when describing the distribution.

Table 1.44: evaluation statistics for data set LFS

	income
	Hot Deck
	Predicted Means

	Slope
	0,743447
	0,846424

	t-val
	-44,652145
	-24,165905

	mse  
	1,31E+10
	9302710585

	R^2  
	0,104627
	0,190229

	dL1  
	78752,57198
	66077,08706

	dL2  
	124914,0078
	97627,04963

	dLinf
	965724
	830290,4062

	K-S  
	0,07976
	0,212216

	K-S_1
	0,013742
	0,035916

	K-S_2
	0,000612
	0,003818

	m_1  
	11552,51737
	15111,80891

	m_2  
	3621201643
	3579203593

	MSE
	10704071,99
	17324087,45

	
	DL21600_res.xls
	DL21700_res.xls


2.7.3 Strengths and weaknesses of the method

Simple imputation without a random contribution as Predicted Means can, for example, provide reasonable estimates of the total income, but not of the variation. Proper random imputation as Hot Deck can, for example retain the variation, but it yields rather uncertain estimates of the total income unless one performs a multiple imputation.

SOLAS 3.0 is very flexible and is easy to use. The programme has generally a good reputation. Professor Donald B. Rubin writes, for example, about SOLAS 3.0 when it was introduced: "SOLAS is currently the only program that implements multiple imputation non iteratively and with substantial flexibility, even including ad-hoc methods, such as LOCF, as points of comparison for sensitivity analysis." 

Hot Deck is in general described as a robust and well documented approach of imputation. By completing the multiple Hot Deck one can obtain results with a high precision and a good replication of the variation. The results obtained here were, however, not impressive.

2.8 Method 9: E-M algorithm for imputation

2.8.1 Method 

EM algorithm is a powerful tool for estimating distribution parameters in presence of missing data. Under a specified super-population model and ignorability assumption, all the relevant information about the parameters is contained in the observed data likelihood L(|Yobs). Unfortunately the maximization of this likelihood with respect to theta is a quite difficult task, since, except in few cases, no analytical solution can be found and a special computational tool is required. EM provides such a tool treating an incomplete-data problem by repeatedly applying standard complete-data methods. The method is based on the following simple scheme: “fill in” the missing data Ymiss based on an initial estimate of  (expectation step), re-estimate  based on Yobs and the filled-in Ymiss (maximization step) and iterate until the estimates converge. Dempster, Laird and Rubin (1) formalised the meaning of “filling in the missing values” and presented EM in rigorous manner. In the following we give a description of the method as presented in Shafer (2).

The distribution of the complete data Y can be factored as:

P(Y|) = P(Yobs|) P(Ymiss| Yobs).

Taking logarithms yields:

l( |Y) = l( | Yobs) + log P(Ymiss| Yobs)

where the l.h.s. denotes the complete-data loglikehood, while the first term of the r.h.s. the observed-data loglikehood. The last term, which we shall call the predictive distribution of the missing data given , plays a central role in EM  because it captures the interdependence between Ymiss and . Because Ymiss  is unknown we cannot calculate this term, so instead we take its average over the predictive distribution  P(Ymiss| Yobs(t)), where (t) is a preliminary estimate of the unknown parameter. This averaging yields:

Q( |(t)) = l( | Yobs) + H( |(t))

where: 

Q( |(t)) =   
[image: image2.wmf]ò

l( |Y) P(Ymiss| Yobs(t))dYmiss
H( |(t)) = 
[image: image3.wmf]ò

 log P(Ymiss| Yobs) P(Ymiss| Yobs(t))dYmiss

If we let (t+1) be the value of  that maximizes Q( |(t)),  then (t+1)  is a better estimate than (t)  in the sense that:

l((t+1) | Yobs) ≥ l((t)| Yobs)
The last result suggests an iterative scheme consisting of the two following steps:

1) the Expectation or E-step in which the function Q( |(t)) is calculated  by averaging the complete-data likehood l( | Y) over  P(Ymiss| Yobs(t));

2) the Maximization or M-step, in which is found by maximizing Q( |(t)).

This procedure defines a sequence {(t) :  t =1, 2,…} that in well behaved problems converges to the (unique) maximum-likelihood estimate of  , the maximizer of  l()| Yobs).

It follows that, in general, the t-th E-step doesn’t necessarily correspond to replacing the missing data Ymiss with their expected values E(Ymiss | Yobs(t)) . In particular when the complete-data distribution belongs to the regular exponential family (e.g. the normal distribution), the E-step consists of averaging the complete-data  sufficient statistics T(Y) over P(Ymiss| Yobs(t)) and the M-step reduces to solving the moment equations, where the realized value of T(Y) is replaced by its expectation value computed in the E-step.

In the context of imputation of missing values and finite population estimates, a multivariate super – population model can be assumed and the estimates 
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 of its parameters, obtained by the EM algorithm, can be used in order to perform simultaneous model based imputations. In the case of continuous variables, this can be done in two different ways: 

1) imputing each missing value with its “best prediction” E(Ymiss | Yobs, 
[image: image5.wmf]q
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), that is with its expected value given the observed data and the estimated parameters. 

2) imputing with random residuals, that is filling in the  missing  data Ymiss by drawing from the distribution P(Ymiss | Yobs, 
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ˆ

).  

Obviously, if the data is to be used for estimates other than population totals or means, the latter approach should be chosen, in order to better reproduce the observed variability of the data. 

EM imputations are very simple to perform and generally are not time consuming. However, the problem with EM imputations of continuous variables is the choice of the model: since software generally offer imputations based on the multi-normal model, real applications often need transformation of variables or “ad hoc” procedures able to take into account mathematical relationships between variables (like balance edits) or semi-continuous variables (for example distributions with a proportion of zero values).  

A natural extension of a model based single imputation is Multiple Imputation that allows to assess the estimates’ variance due to the non-response mechanism and the random imputations. Therefore, once a multivariate model has been chosen, the Data Augmentation rather than the EM algorithm should be used in order to obtain estimates based on multiply imputed data sets.

2.8.2 Evaluation

Data set  Annual Business Inquiry (ABI)

Technical summary

Name of the experiment: application of E-M algorithm to ABI

Hardware used:
Pentium III

Software used:
SAS macro developed by Paul.D.Allison – University of Pennsylvania
Test scope:
Imputation

Setup time:  45 min.

Edit run time:   N/A

Imputation run time:   120 sec.

Complete run time:   120 sec.

The software used was SAS for Windows, in particular:

1)  SAS-macro developed by Paul.D.Allison – University of Pennsylvania, available on web http://www.ssc.upenn.edu/allison.  This software provides maximum likelihood estimates of the mean and covariance matrix for incomplete multivariate normal data using the EM algorithm and allows to impute missing values drawing from the residual distribution with parameters estimated by EM.

2) ad-hoc SAS code for pre/post data processing

3) ad-hoc SAS code for the evaluation of different imputation models based on the 97 data sets 

Imputation

Specifically, the imputation strategy included the following steps: 

1) imputation of all missing values which can be determined univocally by some balance edit.

2) imputation of the residual missing values in the five summary information variables using the EM-algorithm on all records. 

3) imputation of the residual missing values in puresale e purothal  using the EM-algorithm on all records conditionally on the previously imputed five summary variables

4) for long-form only: imputation of the residual missing values using the EM-algorithm conditionally on the so far imputed values

Exploratory data analysis, performed by using the SAS INSIGHT tool, suggested the following decisions regarding the multi-normal model to be used in the three EM imputation steps: 

1) Use of logarithmic transformations in order to obtain approximately normal distributions

2) Use of two separate models for small and large enterprises (Turnreg >/< 1000)

3) Use of completely observed auxiliary variables (Turnreg, Weight).

Further, when tested on the ‘97 “training” data, this model reproduced the original mean values better than the models which did not make use of each of these options. For each model the application has been repeated 10 times in order to filter out the noise.     

Results

Despite of the relatively high number of variables involved, the algorithm converged for both strata in all three EM imputation steps. As expected, evaluation statistics show a better performance of the first two EM imputation steps, where the chosen model is more likely to fit the observed data.  In particular, analysing the five main summary variables, correlation coefficients between true and imputed data are generally high (>0.85) and corresponding Kolmogorov-Smirnov statistics generally low (<0.25). However, the slopes of the regression line of imputed versus original values are not always near one in these variables, ranging from 0.59 to 1.00. The quality indicators are listed in the table below.

Table 1.45: quality indicators of imputation

	
	turnover
	emptotc
	puresale
	purtot
	taxtot
	employ
	purhire
	purins

	Slope
	0,832505
	0,849016
	0,601945
	1
	0,587338
	0,699641
	0,405913
	

	t-val
	-5474,845506
	-35,6912
	-184,939
	115,5802
	-85,8852
	-111,26
	-1339,51
	

	mse  
	315442997,8
	671117,7
	2,98E+09
	1,23E+08
	61068
	242649,9
	262146,9
	

	R^2  
	0,991202
	0,849706
	0,117611
	0,980563
	0,881128
	0,933958
	0,040203
	

	dL1  
	269,527131
	29,4653
	302,568
	35,93108
	6,240775
	5,232012
	5,301671
	1,277555

	Dl2  
	6766,71774
	155,0643
	11167,76
	1743,407
	35,00088
	59,31062
	94,91044
	10,227597

	dLinf
	15069,4575
	403,1419
	29419,84
	3901,434
	81,6741
	128,1031
	122,7948
	14,406739

	K-S  
	0,094887
	0,142758
	0,060881
	0,037714
	0,207152
	0,205422
	0,564653
	0,179891

	K-S_1
	0,000252
	0,000654
	0,000163
	0,000009
	0,000432
	0,000368
	0,000336
	0,000233

	K-S_2
	0
	0,000008
	0,000001
	0
	0,000006
	0,000006
	0,000024
	0,00001

	M_1  
	95,367591
	8,038452
	56,36413
	29,1627
	1,559249
	0,599258
	2,254768
	0,231133

	M_2  
	415078123
	31598,42
	6200753
	21139410
	1554,427
	12281,15
	8631,997
	420,960604

	MSE
	19104,29111
	201,2125
	8564,96
	10350,41
	3,002211
	2,063016
	0,578475
	0,030694

	
	empwag
	empni
	empens
	empred
	puren
	purcoth

	Slope
	1,023334
	0,815539
	
	
	0,117096
	0,000077

	t-val
	1808,358425
	-838,18
	
	
	-7146,79
	-6793,85

	mse  
	30426,66911
	3090,761
	
	
	165960,2
	1601627

	R^2  
	0,999956
	0,999227
	
	
	0,607188
	0,00009

	dL1  
	6,165885
	5,654767
	11,80469
	1,577678
	24,64638
	71,60883

	dL2  
	114,133185
	90,06879
	171,7369
	35,32624
	700,9617
	582,091

	dLinf
	202,334731
	133,2383
	260,1208
	51,44571
	1183,525
	1035,876

	K-S  
	0,070662
	0,159747
	0,275835
	0,387411
	0,148066
	0,264116

	K-S_1
	0,000848
	0,001139
	0,00141
	0,000238
	0,000114
	0,003132

	K-S_2
	0,000001
	0,000005
	0,000005
	0,000006
	0,000003
	0,000136

	m_1  
	2,498868
	5,025802
	6,217194
	1,364959
	20,11674
	6,995867

	m_2  
	1078508,408
	77486,72
	51169,16
	1733,869
	611186,9
	224271,4

	MSE
	153,845552
	0,652168
	0,74624
	0,055275
	1,12944
	5,750018

	
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	taxrates
	taxothe

	Slope
	0
	0,99989
	0,073683
	0,004192
	0,057244
	0,841232
	1,000079
	

	t-val
	-9,9609E+34
	-0,67288
	-11899,7
	-16451,9
	-31854,2
	-85,2386
	1,434427
	

	mse  
	1497630,47
	2579,459
	598931,1
	7504106
	3422513
	1591706
	448970,4
	

	R^2  
	0,000112
	0,993674
	0,03666
	0,002406
	0,795547
	0,268279
	0,827896
	

	dL1  
	31,038062
	2,004126
	7,762252
	46,83153
	395,9642
	39,51398
	7,33557
	2,784755

	dL2  
	510,458827
	10,9393
	158,0341
	832,6155
	10111,48
	224,3277
	118,868
	19,85344

	dLinf
	963,160983
	12,56469
	236,5868
	995,6591
	13498,28
	2573,793
	121,7737
	83,135588

	K-S  
	0,357372
	0,417484
	0,414399
	0,28006
	0,226686
	0,088674
	0,106903
	0,307187

	K-S_1
	0,001521
	0,000488
	0,000248
	0,000683
	0,000187
	0,002272
	0,001276
	0,002248

	K-S_2
	0,000006
	0,000056
	0,00001
	0,000003
	0,000005
	0,000026
	0,000006
	0,00008

	m_1  
	14,820187
	1,048275
	4,707309
	14,7718
	392,1089
	3,886557
	6,493899
	2,784755

	m_2  
	153361,138
	168,399
	25453,6
	226659
	1,15E+08
	8379,476
	32493,27
	395,380535

	MSE
	7,772507
	0,024541
	0,375224
	1,683292
	39,43519
	11,44083
	2,482935
	0,110157


2.8.3 Strenght and weaknesses of the method

When compared to the results of other imputation methods, it must be taken into account that imputation with random residuals does not give the same output each time the program is run.

Furthermore, by definition, imputation with random residuals is less effective in reproducing single original values when compared to imputation with the expected value. Therefore the strength of the present application is better stressed by indicators referring to the preservation of the distribution rather than to micro accuracy.

As expected, EM imputation worked better when applied to the five main summary variables: in fact these variables are less affected by zero values and, as already noticed, they are collected on all units and not related by balance edits. 

However, the performance on the five main variables was not satisfactory as well. The present method, being based on explicit model assumptions, is indeed not able to use all the long form information when imputing these variables, nor to catch their seemingly complex structure. Non-parametric imputation methods, which don’t need model assumptions and are able to take into account logical or numerical constraints among variables, might perform better in this case. 

2.10. Method 10: integrated modelling approach to imputation and error localisation (IMAI)

2.10.1.   Method description

During recent years the imputation strategy in Statistics Finland has been concretised so that we can speak about an integrated modelling approach to this kind of datacleaning (see Laaksonen 1991&2000&2002a, Chambers et al 2000, Piela and Laaksonen 2001, see also Rubin 1987). Most experiences are from imputation and hence we use later in this section acronym IMAI. This approach is based on the following four steps:

A. Selection of training data and auxiliary variables for it

B. Construction of imputation/editing model 

C. Choice of criteria for imputation and error localisation

D. Task itself (imputation or error localisation). 

Some principal notes to each of these steps:

A: There should be a maximal potentiality of auxiliary variables with non-missing values or such values which have been considered as non-missing (Laaksonen 2002b).

B: The two alternative target variables may be used: (i) the target variable with missing/erroneous values or (ii) a missingness/erroneous indicator of the target variable. A model for each particular case may be of a whatever type, thus parametric or non-parametric, the model may be estimated from data or ‘logically deducted.’  The purpose for modelling is its high predictability.

C: The criteria for imputation are of two types: (i) assumptions for direct predictability or (ii) metrics for nearness. Typically, such a metrics is based on an Euclidean distance measure or other model-external solutions, often using such auxiliary variables which are not used in a model. Alternatively, the metrics can be taken from model results as in the case of the ‘regression based nearest neighbour’ (RBNN) technique (Laaksonen 2000&2002a). For error localisation, it is needed criteria for deciding a cutoff probability of errors. This may be derived from tests with clean data or using external information.    

D: If the modelled values (predicted with or without noise term) are used as imputed values, we speak about ‘model-donor’ methods, whereas if a model and a metrics have been used to find a good donor from whom an imputed value has been borrowed, we speak about ‘real-donor’ methods. Note that this technique may be used for finding a good observed residual (noise term), too (see Laaksonen 2002a). Error localisation is a direct model application. 

There are several specifications for IMAI methods in StatFi, most of them have been done using SAS. For some applications IMAI may very easily applied, especially if no noise term has been used in a model. The main problem for a user is to decide the optimal options for each particular step of the IMAI strategy. It is very advantageous to look at data, and to test several model specifications. Finally, the options for step D depend much on the success in modelling, and on the users’ requirements for the imputed data. The Euredit experiments give some understanding on good and not-so-good options.  The performance of IMAI has been evaluated against the results from its application to four of the EUREDIT datasets: Danish LFS; UK SARS; UK ABI; and GSOEP.  All experiments and evaluations were performed on a single Pentium III PC.

2.10.2   Evaluation  

Data set Danish Labour Force Survey (DLFS)

Technical Summary

Name of the experiment: application of IMAI to DLFS

Hardware used:
IBM 300GL, Intel Pentium III 500MHz
Software used:
SAS  with IMAI 
Test scope:
Imputation

Setup time:  very fast

Edit run time:   N/A

Imputation run time:   5 sec.

Complete run time:   very fast

Imputation

This data set consists of administrative records with one record per individual.  There are 14 variables of which only INCOME contains  missingness.  INCOME is continuous while the potential auxiliary variables are mostly categorical. We made the four different experiments, symbolised by FL20003, FL20004, FL20005 and FL20006. Our options for each step were as follows:

A. There is only one data set, and basically we tried to exploit all auxiliary variables in the three first experiments, but the latest one FL20006 we did not use any auxiliary variable. 

B:  We tested both linear and log-linear model. Also, we looked the results with and without noise term for a linear model (experiments FL20003 and FL20004). The noise term in this case was a simple MSE-based normal distribution (see Laaksonen 2000&2002a) Model FL20005 is based on a log-linear specification without noise term (we tested also this method with noise term but the results did not differ much and these are not included in this paper). Model for FL20006 includes only a random uniformly distributed noise term.

C: The metrics for three first experiments was based on RBNN, whereas experiment FL20006 assumes that all units as as close to each other.

D. Real-donor methods were used in all experiments.

Results

We present the results based on the evaluation data set. 

Table 1.45 DLFS evaluation results for INCOME. Experiments FL20003 - FL20006.

FL20003 = Linear multivariate model without noise, RBNN

FL20004 = Linear multivariate model with noise, RBNN

FL20005 = Log-linear multivariate model without noise, RBNN

FL20006 =  Model with noise, random draw without replacement (quite close so-called overall random hot decking) 

	Method
	Variable 
	m1
	m2
	K-S
	DL1
	DLinf
	Slope
	R2

	FL20003
	Income
	8338
	1,31E+09
	0,077
	69398
	847395
	0,808
	0,197

	FL20004
	Income
	7678
	7.99E+08
	0.078
	68156
	895074
	0.814
	0.213

	FL20005
	Income
	4344
	3,75E+06
	0.052
	64607
	880970
	0.834
	0.250

	FL20006
	Income
	30713
	1.26E+10
	0.169
	162215
	971755
	0,562
	0,169


The latest one is just for benchmarking. All good methods should succeed better than this in most respects. Now, the best results are based on log-linear modelling. This is quite expected although this was not clear, surprisingly, when using the development data set. Note that we applied exactly the same model specification for the evaluation data set than was used for the development data set. This was not obviously ideal since the evaluation data set was much smaller and differed in some other aspects too. It follows that our results could have been better if we would have taken more time for model specifications.  

Data set UK Sample of Anonymised Records (SARS)

Technical Summary

Name of the experiment: application of IMAI to SARS

Hardware used:
IBM 300GL, Intel Pentium III 500MHz
Software used:
SAS  with IMAI 
Test scope:
Imputation

Setup time:  very fast

Edit run time:   N/A

Imputation run time:   5 sec.

Complete run time:   very fast

Imputation

The SARS data is a 1% sample of households from the 1991 UK population census. All variables are categorical with the exception of AGE and HOURS which are continuous.  Multiple missingness is present at the item level and also the response 'Not Applicable' is present in some variables. StatFi made most experiments  for SARS data using TS-SOM. Few results were also done using a certain type of IMAI technique. 

The important variable AGE was imputed so that each household are treated as an imputation class (by variable HNUM). Within households, two new subgroups are created by using RELAT: likely older people (RELAT 0,1,2,9,10 or 15) and likely younger people in relation to a household in question. This method left 36,3% unimputed for the TS-SOM (tree-structured self-organizing map) random imputation.

Variable SEX was imputed within imputation classes. Naturally these are meant to be separately as homogenous as possible by subgrouping the data. This is done by two variables: RELAT and ISCO1. Within these new groups the proportions of the known values of SEX are calculated. If there are more men that belongs to a group in question then each missing value of SEX is imputed as SEX=1 (man) within this group otherwise as SEX=2. Any random mechanism is not used.
Variable RELAT was imputed only within households. First, there has to be exactly one household head for each household. If breadwinner is not found then it is given to the missing one as imputed value. Then if there are not any spouse, we first impute missing value as RELAT=1 (spouse) given that person’s age is over 23. This boundary is chosen due to many tests for the development data. Otherwise RELAT is imputed as RELAT=3 (son/daughter). Any other classes of RELAT are not used.
Results
Table 1.46 SARS evaluation results for AGE. Experiment FS20002.

	Variable
	m1
	m2
	K-S
	DL1
	DLinf
	Slope
	R2

	AGE
	0,15
	4,86
	0,01
	4,57
	88
	0,99
	0,89


Results are good at the distribution level as well as the unit level; K-S and DL1 are both very small.       

Table 1.47 SARS evaluation results for RELAT and SEX. Experiment FS20002.

	Variable
	W
	D
	Eps

	RELAT
	2258,74
	0,12
	0,11

	SEX
	277,77
	0,28
	0,27


Here values of W are surprisingly high. But otherwise unit level values are again very good.

Data set UK Annual Business Inquiry (ABI)

Technical Summary

Name of the experiment: application of IMAI to ABI

Hardware used:
IBM 300GL, Intel Pentium III 500MHz
Software used:
SAS  with IMAI 
Test scope: Editing and Imputation

Setup time:  very fast

Edit run time:   N/A.

Imputation run time:   5 sec.

Complete run time:   very fast

Editing (Error localisation) and Imputation

This data set contains responses to selected questions from the UK Annual Business Inquiry for two sectors and for the years 1997 and 1998.  There are two questionnaires, the short version only asks for summary information.  Values for variables from questions that are not on the short form are set to -9 for businesses that answered the short questionnaire. We handled these -9 values as missing ones since these are to interpreted to be missing due to the fact that these were not inquired. Factually, these thus may be either zeros or non-zeros. However, in the final step, then uploading the results to the evaluation, we used the initial –9 values. Our solution has however some effetcs on modelling. 

We looked only the following variables: TURNOVER, EMPTOTC, PURTOT, TAXTOT, ASSACQ and ASSDISP. The latest one was forgotten from the error localisation job. 

The options for error localisation:

A. The data set was from 1997 in which we knew which values had edit errors.

B. The key point was first to build this model for the training data set, that for the previous year, and next to assume that the same erroneous structure does hold for the reference year. The target variable of the editing model = 1 if the error occurred in 1997, and = 0, otherwise. The explanatory variables of the logistic regression model were, respectively: log(register turnover, correct value), log(survey turnover, possibly erroneous value), and log(employment, possibly erroneous value). 

C. This model was estimated, and next the prediction for 1998 was done so that the explanatory variables are from 1998. 

D. The prediction gives the probabilities that the particular value is erroneous. Now we have to decide which value is as big that we may decide that this is erroneous. We looked what was the expected value for the erroneousness, and put this bound. 

Note that this technique does not take any advantage of edit rules, for example. If these would have been used, the results should be expected to be better. We thus wanted to test this very simple modelling technique in this case.

The options for imputation:

A. We tested the two types of data, cross-sectional and partially panel. The latter is due to the fact there are some enterprises in the data set in both successive years from 1997 to 1998. There are no many available auxiliary variables in the data set. Our best auxiliary variable in all imputation models has been register turnover from the same year. In addition, we have included in the cross-sectional models the two categorical variables, that is, level of register employment (6 categories) and industry class (3). In case of panel models, we have also used the following auxiliary variables from the previous year: TURNOVER, register turnover, TAXTOT and PURTOT.  Moreover, because we variable TURNOVER first, we were able to take this variable as an additional auxiliary variable for a next model, when imputing EMPTOTC, and consequently when continuing towards next variables, that is, TAXTOT, PURTOT, ASSACQ and ASSDISP. This could be advantageous to association between variables but this was not tested in the Euredit exercises. 

B. The target variable in all other models except for ASSACQ and for ASSDISP was always the variable being imputed. Both linear and log-linear specification were used in this case. ASSACQ and ASSDISP were modelled in the two steps: first by logistic regression which values are zeros and which are not. In the second step, the analogous model as for other variables were built (details, see Laaksonen 2002a). 

C. No specific metrics needed.

D. Model-donor methods.

Results

Table 1.48 ABI evaluation results. Experiments FA20001 and FA20003 

                       Method A = FA20001: Linear multivariate model without noise (2 outliers dropped out) plus 

                       predicted model-donor

                       Method B =  FA20003: Log-linear multivariate model without noise plus predicted 

                       model-donor 

                       Method C = FA20003: Two-step model (multivariate logistic regression + log-linear  

                       multivariate model without noise) plus predicted model-donors 

                       Panel = auxiliary variables from year t-1 used when available

                       Cross-section = only auxiliary variables from year t used incl. imputed Turnover 

                       No edit rules used in any experiment

	Method
	Variable 
	m1
	m2
	K-S
	DL1
	DLinf
	Slope
	R2

	 A Cross-section
	Turnover
	158
	1.9E+08
	0.485
	309
	5356
	1.03
	1.000

	 B Panel
	Turnover
	246
	5,9E+08
	0,037
	323
	18473
	1.49
	0.995

	 A Cross-section
	Emptotc
	4
	5.0E+03
	0.067
	24
	21
	1.00
	0.974

	 B Cross-section
	Emptotc
	10
	5.9E+04
	0.143
	20
	177
	1.13
	0.933

	 A Cross-section
	Purtot
	108
	4.8E+07
	0.022
	117
	10258
	
	

	 B Cross-section
	Purtot
	17
	1.1E+07
	0.036
	47
	946
	1.08
	1.000

	 A Cross-section
	Taxtot
	0.6
	1.0E+03
	0.055
	8.2
	85.9
	0.36
	0.380

	 B Cross-section
	Taxtot
	1.6
	6.5E+03
	0.220
	5.0
	71.6
	1.24
	0.963

	 A Cross-section
	Assacq
	113
	6.3E+07
	0.245
	155
	15803
	0.79
	0.045

	 C Cross-section
	Assacq
	133
	6.6E+07
	0.090
	135
	13485
	6.71
	0.992

	 A Cross-section
	Assdisp
	7.5
	2.4E+04
	0.447
	10.2
	264
	0
	0.029

	 C Cross-section
	Assdisp
	3.9
	2.5E+04
	0.079
	4.5
	252
	
	


The development data set is here quite different to the evaluation data set. For example, there are no hard outliers in the missing part of the evaluation data set, whereas our many efforts when imputing the development data set deal with these problems. On the other hand, it seems that the linear model, especially, when dropping out the worst outliers, works a bit better in case of the evaluation data set than the respective log-linear model as far as turnover is concerned. there is however, one big exception; the Kolmogorov-Smirnov measure is very bad for the model A. The reason for this result is not known. The direct linear model does not work well for variables ASSACQ and ASSDISP which consist of many zeros. The two-step models, methods C, yield better results. The Nag software does not give the results for Slope and R2, ; the reason for this is unknown. Note that if we had used more auxiliary data (variables with partially missing values such PURTOT and TAXTOT for TURNOVER), we could improved some results. We do not know the effect which could have been achieved if exploiting edit rules. Now, these were completely forgotten. 

Table 1.49  ABI evaluation results. Experiment  FA30003 


Method  = Logistic regression using data from 1997 as the editing model, the cut point 


decided based on the training set of year 1997 assuming that the error structure remains the same.

             No edit rules used in any experiment (if used, the results would be better)

	Method
	Variable 
	alfa
	beta
	delta

	 FA30003
	Turnover
	0.675
	0.014
	0.071

	 
	Emptotc
	0.593
	0.008
	0.064

	
	Purtot
	0.723
	0.011
	0.117

	
	Taxtot
	0.724
	0.020
	0.104

	
	Assacq
	0.700
	0.015
	0.067


The results for these variables are reasonable. The training data set, from year 1997, differs much from the1998 data. Hence, the evaluation results are not as good as the results from the training data set. As noted in the table text, we did not exploit edit rules or any other logical rules in the error localisation. We just modelled the error mechanism for year 1997 and used this results for year 1998. When using such logicalities, the results would have been improved definitely.    

Data set German Socio-economic Panel Data (GSOEP)

Technical Summary

Name of the experiment: application of IMAI to GSOEP

Hardware used:
IBM 300GL, Intel Pentium III 500MHz
Software used:
SAS  with IMAI 
Test scope: Editing and Imputation

Setup time:  very fast

Edit run time:   N/A

Imputation run time:   5 sec.

Complete run time:   very fast

Imputation

This data set is a selection from the German household survey for people who participated in the survey over the years 1991 to 1996.  For each year there are 30 education and employment variables for each participant plus identification variables.  Out of the 30 variables, 4 have missing values but not all of the 4 variables are missing in all six years.

There were some logicalities between household members and households themselves, which gave some logically imputed results. Some logical rules were not as in ‘rational life,’ however, and hence some deductive imputation may not be correct. After these logical imputation, we continued as follows:

A. The data set for the first year was from the same year. Correspondingly, a high number of auxiliary variables, categorical, were tested but much effort could be used (a problem was that it was not easy to know the German survey system). The following years, that is, for from 1992 until 1996, we took advantage of the already imputed values, first thus from year 1991, next both from 1991 and 1992 and so on. 

B. Log-linear regression models were used without noise term. All models were built for household members.

C. RBNN.

D. Real-donor technique for household members, and next summing up to households.     

Results

Table 1.50  GSOEP evaluation results. Experiment FG20003 

                     Method A = Log-linear multivariate model without noise plus RBNN, imputed auxiliary

                      variables added after year 1991.  

                     Method B = Summing up of member incomes

	Method
	Variable 
	m1
	m2
	K-S
	DL1
	DLinf
	Slope
	R2

	A Some edits
	Income91
	85
	3.4E+07
	0.021
	7183
	261900
	1.00
	0.661

	A More edits 
	Income 91
	345
	2.8E+07
	0.019
	6519
	261900
	1.00
	0.691

	B More edits
	Hhinco91
	1029
	2.2E+08
	0,025
	10654
	261900
	
	

	A Some edits
	Income92
	12
	8.3E+07
	0.034
	7196
	113300
	
	

	A More edits
	Income92
	272
	1.6E+07
	0.017
	5515
	96587
	1.00
	0.830

	B More edits
	Hhinco92
	1880
	3.7E+08
	0.028
	9129
	20403
	1.00
	0.833

	A Some edits
	Income93 
	483
	1.7E08
	0.025
	6730
	194000
	
	

	A More edits
	Income93
	16
	8.9E+07
	0.013
	5759
	264000
	1.00
	0.808

	B More edits
	Hhinco93
	723
	7.8E+07
	0.016
	8802
	251450
	
	

	A Some edits
	Income94
	230
	8.5E+07
	0.020
	7238
	424800
	
	

	A More edits
	Income94
	66
	1.5E+06
	0.014
	5711
	111600
	1.00
	0.833

	B  More edits
	Hhinco94
	2070
	5.4E+08
	0.025
	10644
	205590
	1.00
	0.837

	A Some edits
	Income95
	950
	9.9E+08
	0.024
	7282
	1149319
	
	

	A More edits
	Income95
	624
	8.7E+08
	0.012
	6696
	1091888
	
	

	B More edits
	Hhinco95
	129
	1.4E+09
	0.019
	9110
	1089350
	
	

	A Some edits
	Income96
	152
	9.1E+07
	0.020
	7566
	192000
	
	

	A More edits
	Income96
	152
	9.1E+07
	0.020
	7566
	192000
	
	

	B More edits
	Hhinco96
	226
	5.3E+07
	0.017
	8148
	195400
	
	


We made thus some logical editing work before starting the imputations. This kind of missingness is not available in a real data set. In the table, there are two different pre-editing, but none of these has been done completely. We do not include the results for household income (HHINCO) for both experiments. Most results are rather good, although we wonder why some results were not available from the Nag software. We believe that it is a problem of the software. We also cannot know whether all missingness has been taken into account, e.g. the definitely correct values based on the logical imputation. On the other hand, we cannot know what are the correct values in the case when within a same household are two different household incomes, since this is not logically possible. A peculiar value is also concerned the year 1995 and the criterion DL1, which gives the extremely high errors. It seems that there are in the data set, in its missing part, one person and household, who’s income is very high, but our methods cannot be able to recognise it. This value seems to be much higher than any other income during the whole period.         

2.10.2   Strenghts and weaknesses of the method  

The current IMAI system covers only parametric models, although we have made analogous exercises using non-parametric models, too (see Chambers et al 2001 on AutImp, SOM results under Euredit). This system is thus under development, and it was proposed to include this approach to the Euredit NAG software but this implementation is uncertain. 

The IMAI approach is a very good tool for a person who understands the basic principles of the imputation/editing techniques and is able to exploit a standard software such as SAS, S-PLUS or Stata. Most options for this methodology are quite easy to implement. Further development or more generalisation for this approach is needed.

The experiments based on this approach seem to be in all cases rather good, if no ‘arbitrary’ option is used. It should be noted that model-donor techniques, especially, need usually a strong imputation model, or if this is not the case, the noise term of a model should be ‘imputed well,’ maybe using real-donor techniques. If this has not been successful, the results may be fatal unless an imputeur is careful. Real-donor techniques are less risky in such cases where are reasonably real donors in the neighbourhood of missing units. This was the main reason when omitting this technique in imputing of ABI data. 

3 Conclusions

Standard methods have been used in error localisation of three data sets (SARS, ABI and EPE) and for the imputation of all of them,  in order to provide a set of quality indicators that can be used to compare the results obtained by the advanced new techniques that are the real target of the EUREDIT project.

It is not easy to orientate in this huge amount of indicators: so we now try to synthesize the results that have been reported in this chapter.

3.1 Discussion of results

For a more complete overview of results, it is better to consider Deliverable 6.2 that reports, in chapter 4, a compared evaluation of all methods for each dataset.

Here we want only to give some indication about the different performance of the various standard methods.

Let us distinguish between error localisation performance and imputation performance of the various methods.

As for error localisation concerning the first data set, the Sample of Anonymised Records from UK 1991 Census, only one method has been applied to it, i.e. CANCEIS-SCIA. The values of alfa (the proportion of undetected errors) and beta (the proportion of correct values erroneously considered as errors) vary very much among the different variables. It is possible to say, in general, that its performance depends on the edit rules involving each variable: the greater the number of edits, the lower is the value of alfa, and the higher the value of beta. Consider, for instance, alfa and beta values of demographic variables, whose values show a very high quality performance of the method.

This is of course true for all systems based on editing rules. A more peculiar consideration is here to be said accordingly to the strict dependence of CANCEIS error localisation step by the availability of a sufficient number of donors: the lower this number, the worst the performance. 

The quality performance of error localisation concerning the ABI data set can be compared between GEIS and CHERRY PIE (in the two different adopted strategies). If we consider the subset of the variables in the dataset (the totals), and the indicators alfa and beta, we can say that the first strategy of CHERRY PIE performs better in terms of alfa, while the second strategy performs better in terms of beta, and  GEIS is in an intermediate situation.

Considering the error localisation on the EPE dataset, carried out by using CHERRY PIE, it has already been said that, for most important variables, alfa values range from 0.5 to 1, so errors are no detected at all, or a maximum of 50% of them are detected. Beta values are quite small, even null.  

As for imputation, very interesting is the comparison between CANCEIS/SCIA, DIS, and IMAI, regarding the imputation of SARS data: as it is well known, DIS and IMAI are pure imputation tools, that do not take into account edit rules when imputing missing values. 

Let us consider two groups of variables, the first one related to the household characteristics (with very few rules applicable on them), and the second one related to the demographic individual variables (where the set of inter-individual and intra-individual constraints have been applied in the CANCEIS/SCIA experiment). 

For the first group of variables the CANCEIS/SCIA and the DIS methods have been applied. Their comparative evaluation from Table 3.1 reveals that the two systems are not significantly different: none preserves the marginal distribution of the variables (p-values for the W statistic are always lower than 0.0001), and the predictive accuracy (evaluated by D and Eps) of the two methods is similar for every variable. 

For the second group of variables the CANCEIS/SCIA, DIS, and IMAI methods have been applied. Their comparative evaluation from Table 3.2 is clearly favourable to CANCEIS/SCIA: for all variables, and for all quality indicators, there is an evident superiority of the method based on the edit rules.

Table 3.1 – Compared quality performance between CANCEIS/SCIA and DIS in imputation of SARS household variables

	
	CANCEIS/SCIA
	DIS

	
	W
	D
	Eps
	W
	D
	Eps

	bath
	20,25
	0,000643
	0
	104,794606
	0,008041
	0

	cenheat
	212,08154
	0,466005
	0,4588
	34,431815
	0,4416
	0,434232

	insidewc
	20,636364
	0,001011
	0
	82,10358
	0,007463
	0

	cars
	1545,877483
	0,607836
	0,601431
	315,72371
	0,564576
	0,557827

	hhsptype
	5268,292149
	0,718988
	0,712767
	966,445595
	0,708108
	0,701768

	rommsnum
	5532,745178
	0,794844
	0,789896
	932,209615
	0,785923
	0,780869

	tenure
	4649,22838
	0,666822
	0,659637
	1758,087019
	0,623949
	0,616317


Table 3.2 – Compared quality performance between CANCEIS/SCIA, DIS and IMAI in imputation of SARS demographic variables

	
	CANCEIS/SCIA
	DIS
	IMAI

	
	age
	age
	age

	Slope
	0,996429
	0,845934
	0,993405

	t-val
	-9,903754
	-216,4806
	-13.30321

	mse  
	39,00371
	225,9376
	58.08618

	R^2  
	0,926073
	0,591329
	0,891531

	dL1  
	3,666879
	11,25579
	4,568455

	dL2  
	6,249487
	17,45294
	7.638982

	dLinf
	79
	95
	88

	K-S  
	0,00607
	0,131801
	0,011724

	K-S_1
	0,002399
	0,063364
	0.002284

	K-S_2
	0,000009
	0,005796
	0.000014

	m_1  
	0,171317
	6,019617
	0,152414

	m_2  
	17,29991
	593,8579
	4,859234

	MSE
	0,001307
	0,230168
	0.001283


	
	CANCEIS-SCIA


	DIS


	IMAI



	
	mstatus
	relat
	sex
	mstatus
	relat
	sex
	mstatus
	relat
	sex

	W    
	40,31782
	42,176777
	0,408731
	919,9193
	1286,806
	654,9575
	-
	2258,735
	277,7745

	D    
	0,160208
	0,051492
	0,2298
	0,321804
	0,354588
	0,330943
	-
	0,119146
	0,283728

	Eps 
	0
	0,040221
	0,220362
	0
	0,345285
	0,322147
	-
	0,108277
	0,274626


So, it is confirmed that ruled-based systems are advantageous in the imputation step if and only if a relevant number of edit rules is available.

Many methods insisted on the imputation of ABI data set: GEIS, multivariate regression and hot deck (MTVR), DIS and E-M. If we consider three basic quality indicators, i.e. the predictive accuracy (measured by the couple slope and R
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), the distributional accuracy, measured by the Kolmogorov-Smirnov distance, and the aggregate preservation (of the first two moments, M1 and M2), we can compare the performance of these methods. MTVR is the best method in predictive accuracy (particularly with variables as PURTOT, EMPTOT and EMPLOY), while GEIS is the best in preserving aggregates. Both of them guarantee a good preservation of distribution. The E-M algorithm is the worst in predictive accuracy, DIS in preserving aggregates.

This imputation has been carried out on the data set version with only missing. What about imputation when also errors are present in data? In this case, only GEIS and CHERRY PIE-plus multivariate regression-plus EC System have been applied to data. The second strategy of CHERRY PIE combined with other methods seems to be the best, at least for the preservation of distributions and of aggregates (first order moments), while the first strategy is the worst. GEIS performs well in preserving aggregates, but not distributions.

Another possible comparison is the one for the methods that have been used to impute the EPE data set with only missing values, i.e. the multivariate regression and hot deck method, and DIS. We can say that the regression approach performs better than the donor approach.

Finally, in table 3.3 we report results concerning the different methods utilised to impute the variable INCOME in Labour Forces Survey data set: univariate regression, predictive mean and hot deck (the last two from SOLAS software), and IMAI. The best method seems to be the univariate regression, considering the predictive accuracy (slope e R
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, t-val, dL1, dL2 and dLinf), the distributional accuracy (Kolmogorov-Smirnov distances) and the preservation of aggregates (m1 and m2), ending with the Mean Squared Error.

Table 3.3 – Compared evaluation of imputation quality in variable INCOME (Labour Forces Survey)

	
	Univariate regression


	Predictive mean (SOLAS)
	Hot deck (SOLAS)


	IMAI experiments

(worst-best)

	Slope
	0,921806
	0.846424
	0,743447
	0,562-0,834

	t-val
	-18,729
	-24,165
	-44,652
	

	mse  
	6.352.749.474,46
	9.302.710.584,77
	1,31E+16
	

	R^2  
	0,448692
	0,190229
	0,104627
	0,169-0,250

	dL1  
	46.959,55
	66.077,09
	78.752,57
	64.607-162.215

	dL2  
	79.278,22
	97.627,05
	124.914,01
	

	dLinf
	836.901,00
	830.290,41
	965.724,00
	847.395-971755

	K-S  
	0,077126
	0,212216
	0,079760
	0,052-0,169

	K-S_1
	0,018270
	0,035916
	0,013742
	

	K-S_2
	0,000629
	0,003818
	0,000612
	

	m_1  
	3.180,92
	15.111,80
	11.552,51
	4.344-30.713

	m_2  
	4.974.625.603,09
	3.579.203.593,35
	3.621.201.642,72
	3,75E+06-1,26E+10

	MSE
	1.710.695,17
	17.324.087,45
	10.704.071,99
	


3.2 Weaknesses in the editing/evaluation procedure(s) considered

To summarise, we report here some considerations about the limits of the different standard methods.

The performance of error localisation systems based on edit rules depends heavily on the quantity and quality of the rules that the expert is able to define. If no or few edit rules can be defined, we should expect high values of alfa indicator, while if we define rules that are too strict, this produces an increase in beta indicators. The ability of the expert is on this, in understanding what is the optimal balance between a too loose or a too narrow instrument to detect errors in data. In any case, if the edit rules are not well defined to identify the real type of errors affecting data, the overall misclassification rate will be certainly high. The process of setting and tuning the set of rules while using these kind of systems can be very laborious. 

A common problem in using automated error localisation approaches is that every edit rule has to be considered a hard check. In other words, no distinction is possible between hard and soft rules, as it is in case of human intervention, and the risk is to produce a too high number of false positives, i.e. values considered erroneous when they are true. 

Furthermore, especially in business surveys but also for households ones, it is not always possible to handle all cases with a single approach and a single technique: it is necessary to develop sometimes very complex procedures, customised on different subsets of units. In the case of enterprises, for example, relationships among variables are significantly different for (i) high size units and low size units, (ii) units belonging to different branches of production and (iii) units operating in different regions. 

Error localisation performance depends not only on available editing rules, but also on other factors, as the presence of systematic errors. In this case, it is not possible to handle these errors with Fellegi-Holt based systems as GEIS or CHERRY PIE, but it is necessary to develop ad-hoc programs. 

A last factor to be taken into account for the particular approach (“data driven”) followed by NIM-CANCEIS system, is the availability of a conspicuous number of donors. This factor, that usually affects the quality of imputation for methods based on donors search, is in this case very important also in the error localisation step. Un unavoidable limit of NIM-CANCEIS is that, when the dimension of households increases, the number of units that can be used as donors dramatically decreases, and so the quality of both error localisation and of imputation steps.

As for the imputation, it is obvious to say that all these methods depend on the particular structure of data. If the associations among variables are strong, these methods can perform in an acceptable way, but if these associations are weak, results are poor. This is true for all methods, not only for standard ones. 

A possible peculiar limit of imputation methods based on regression (simple or multivariate) is that they can make use only of linear associations among variables. Donor based methods can implicitly make use of any kind of relationships, but as we have already said, their performance depends on the availability of highly dimensioned pools of donors. 

Another drawback of regression based imputation methods is that, when they do not make use of a stochastic component, and the R
[image: image9.wmf]2

 is relatively low, they tend to depress the variability in the distributions of final data. This can be avoided by introducing an error factor (but this has a negative effect on the predictive accuracy), or by using donor based methods, that allow to define parameters as the maximum number of times each record can be used, and the minimum percentage of records in donor pools.
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5 Technical details

5.1 Technical details A: CANCEIS-SCIA

Set of edit rules used by CANCEIS for editing demographic variables 

	ID Number
	Edit rule

	0
	A person not in first position has the Relationship to household head=household head

	1
	A person aged less than 16 must have marital status of single (mstatus = 1)

	2
	A household head who has a husband/wife in the household must have marital status married or remarried (mstatus = 2 or 3)

	3
	Spouse and household head must be of opposite sex

	4
	Parents (relat=7) must be of opposite sex. The same for parent in law (relat=8)

	5
	A parent must be 13 or more years older than the child (household head and son/daughter; parent and household head; parent and brother; spouse/cohabitee and child of cohabitee; parent in law and spouse/cohabitee)

	6
	A grandson or granddaughter must be at least 26 years younger than the grandparent (household head and grandchild; parent and son/daughter, parent in law and child of cohabitee)

	7
	A person cannot have a spouse within the household as well as a cohabitee (relat = 2) within the household

	8
	Parents cannot be more that two within the household. The same for parents in law

	9
	Household head must be aged 16 or over

	10
	Divorced person must be aged 16 or over

	11
	Spouse (relat=1) or cohabitee (relat=2) or son/daughter in law (relat=5) or cohabitee of son/daughter (relat=6) must be aged 16 or over

	12
	Parent (relat=7) or parent in law (relat=8) must be aged 29 or over

	13
	Spouse must have marital status married or remarried (mstatus = 2 or 3)

	14
	There cannot be two spouses within the household. The same for two cohabitees (relat = 2)

	15
	A father cannot be 70 or more years older than the child (household head and son/daughter; parent and household head; parent and brother; spouse/cohabitee and child of cohabitee; parent in law and spouse/cohabitee)

	16
	A mother cannot be 55 or more years older than the child (household head and son/daughter; parent and household head; parent and brother; spouse/cohabitee and child of cohabitee; parent in law and spouse/cohabitee)

	17
	A grandchild of the household head (relat = 11) must be at least 39 years younger than the parent of the household head

	18
	If the household head is male, a son/daughter (relat=3) cannot be 57 or more years older than another son/daughter (relat=3). The same for the cohabitee and his child (relat=4)

	19
	If the household head is female, a son/daughter (relat=3) cannot be 42 or more years older than another son/daughter (relat=3). The same for the cohabitee and her child (relat=4)

	20
	A brother/sister of the household head (relat=9) cannot be 57 or more years older or younger than the household head

	21
	A brother/sister of the household head (relat=9) cannot be 57 or more years older than another brother/sister of the household head (relat=9)

	22
	The spouse or the cohabitee cannot be 40 or more years older or younger than the household head

	23
	A parent (relat=7) cannot be 40 or more years older than the other parent. The same for the parents in law (relat=8)


Set of edit rules used by SCIA for editing non-demographic variables in records corrected by CANCEIS

The “<” symbol stands by “all except”.
	ID number
	Edit rule

	1
	Age(0-15) econprim<-9)

	2
	termtim(1-4) econprim(1-6,8-10)

	3
	Age(16) mstatus(4) termtim(-9)

	4
	Age(0) migorgn(1-13)

	5
	Age(0) mstatus(2-5) migorgn(-9) termtim(-9) econprim(7,-9)

	6
	termtim(-9) econprim(7)

	7
	Age(16) mstatus(4) termtim(1-4) econprim(7,9,-9)

	8
	Age(16) mstatus(1-3,5) econprim(9)

	9
	Age(0-2) termtim(1-4) econprim(-9)

	10
	Age(1-2,4-15,17-91,93,95) mstatus(2-5) termtim(-9) econprim(-9)

	11
	Age(3,16-91,93,95) mstatus(1) termtim(1-4) econprim(-9)

	12
	Age(3) mstatus(2-5) econprim(-9)

	13
	Age(4-15,17-91,93,95) mstatus(2-5) termtim(1-4) econprim(-9)

	14
	Age(16-91,93,95) econprim(-9)

	15
	Age(65-91,93,95) Sex(1) econprim(5)

	16
	Age(63-91,93,95) Sex(2) econprim(5)

	17
	qualnum(0) qualevel(1-3)

	18
	qualnum(1-2) qualevel(-9)

	19
	qualnum(0) qualsub(1-88)

	20
	qualnum(1-2) qualsub(-9)

	21
	qualevel(1-3) qualsub(-9)

	22
	qualevel(-9) qualsub(1-88)

	23
	Age(0-15) hours(1-71,81)

	24
	Age(0-15) workplce(1-5)

	25
	Age(0-15) distwork<-9)

	26
	Age(0-17) qualnum(1-2)

	27
	Age(0-17) qualevel(1-3)

	28
	Age(0-17) qualsub(1-88)

	29
	Age(0-15) isco2<-9)

	30
	distwork<-9) econprim(-9)

	31
	workplce(1-5) econprim(-9)

	32
	distwork<-9) workplce(-9)

	33
	hours(1-71,81) econprim(-9)

	34
	econprim(-9) isco2<-9)

	35
	residsta(1-2) urvisit(1-13)


Set of edit rules used by SCIA for editing demographic and non-demographic variables in records not corrected by CANCEIS 

The “<” symbol stands by “all except”.
	ID number
	Edit rule

	1
	Age(0-15) econprim<-9)

	2
	Age(0-15) mstatus(2-5)

	3
	termtim(1-4) econprim(1-6,8-10)

	4
	Age(16) mstatus(4) termtim(-9)

	5
	Age(0) migorgn(1-13)

	6
	termtim(-9) econprim(7)

	7
	Age(16) mstatus(4) termtim(1-4) econprim(7,9,-9)

	8
	Age(16) mstatus(1-3,5) econprim(9)

	9
	Age(0,3,16-91,93,95) mstatus(1) termtim(1-4) econprim(-9)

	10
	Age(1-2) termtim(1-4) econprim(-9)

	11
	Age(1-2,4-15,17-91,93,95) mstatus(2-5) termtim(-9) econprim(-9)

	12
	Age(4-15,17-91,93,95) mstatus(2-5) termtim(1-4) econprim(-9)

	13
	Age(16-91,93,95) econprim(-9)

	14
	Age(65-91,93,95) Sex(1) econprim(5)

	15
	Age(63-91,93,95) Sex(2) econprim(5)

	16
	qualnum(0) qualevel(1-3)

	17
	qualnum(1-2) qualevel(-9)

	18
	qualnum(0) qualsub(1-88)

	19
	qualnum(1-2) qualsub(-9)

	20
	qualevel(1-3) qualsub(-9)

	21
	qualevel(-9) qualsub(1-88)

	22
	Age(0-15) hours(1-71,81)

	23
	Age(0-15) workplce(1-5)

	24
	Age(0-15) distwork<-9)

	25
	Age(0-17) qualnum(1-2)

	26
	Age(0-17) qualevel(1-3)

	27
	Age(0-17) qualsub(1-88)

	28
	Age(0-15) isco2<-9)

	29
	distwork<-9) econprim(-9)

	30
	workplce(1-5) econprim(-9)

	31
	distwork<-9) workplce(-9)

	32
	hours(1-71,81) econprim(-9)

	33
	econprim(-9) isco2<-9)

	34
	residsta(1-2) urvisit(1-13)

	35
	Age(0-15) relat(0-2,5-6)

	36
	Age(0-28) relat(7-8)

	37
	mstatus(1,4-5) relat(1)

	38
	newpnum(1) relat<0)

	39
	newpnum(2-11) relat(0)


CANCEIS-SCIA editing evaluation statistics for SARs data with missing and errors 

	
	alpha
	beta
	delta
	RAE
	RRASE
	RER
	Dcat
	tj
	AREm1
	AREm2

	Household

variables
	
	
	
	
	
	
	
	
	
	

	bath
	0,729789
	0,006745
	0,054233
	
	
	
	0,047931
	
	
	

	cenheat
	1
	0
	0,036383
	
	
	
	0,036383
	
	
	

	insidewc
	0,86716
	0,018459
	0,058699
	
	
	
	0,041115
	
	
	

	cars
	0
	0
	0
	
	
	
	0
	
	
	

	hhsptype
	0,932023
	0,023242
	0,04639
	
	
	
	0,023739
	
	
	

	rommsnum
	1
	0
	0,050849
	
	
	
	0,050849
	
	
	

	tenure
	0
	0
	0
	
	
	
	0
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	Person variables
	
	
	
	
	
	
	
	
	
	

	sex
	0,078518
	0,000275
	0,005354
	
	
	
	0,005097
	
	
	

	age
	0,593281
	0,004183
	0,045277
	0,005877
	0,000202
	4,833333
	
	29,72514
	0,009784
	0,019035

	mstatus
	0,243563
	0,000255
	0,011676
	
	
	
	0,011433
	
	
	

	relat
	0,435005
	0,000821
	0,028296
	
	
	
	0,027527
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	cobirth
	0,87922
	0
	0,065785
	
	
	
	0,065781
	
	
	

	distwork
	0,236367
	0,00288
	0,00584
	
	
	
	0,002996
	
	
	

	hours
	0,758638
	0,003813
	0,022258
	-0,00748
	0,000319
	3,291667
	
	-24,1888
	0,062283
	0,033708

	ltill
	0,110039
	0
	0,006066
	
	
	
	0,006059
	
	
	

	migorgn
	0,997795
	0,000128
	0,007528
	
	
	
	0,007401
	
	
	

	qualnum
	0,112766
	0,000499
	0,001182
	
	
	
	0,000686
	
	
	

	qualevel
	0,22837
	0,000473
	0,002193
	
	
	
	0,001724
	
	
	

	qualsub
	0,928611
	0,000741
	0,007582
	
	
	
	0,006847
	
	
	

	residsta
	0,991744
	0
	0,063654
	
	
	
	0,063654
	
	
	

	termtim
	0,980226
	0,003601
	0,015599
	
	
	
	0,012043
	
	
	

	urvisit
	0,734513
	0,000498
	0,001173
	
	
	
	0,000675
	
	
	

	workplce
	0,436969
	0,002856
	0,012649
	
	
	
	0,009857
	
	
	

	econprim
	0,951116
	0,014451
	0,022711
	
	
	
	0,008388
	
	
	

	isco2
	0,991552
	0,004124
	0,012037
	
	
	
	0,007946
	
	
	

	isco1
	0,991552
	0,004124
	0,012037
	
	
	
	0,007946
	
	
	


CANCEIS-SCIA Imputation evaluation statistics for SARs data with missing and errors 

	
	W
	D
	Eps
	Slope
	t-val
	mse
	R^2
	dL1
	dL2
	dLinf
	K-S
	K-S_1
	K-S_2
	m_1
	m_2
	MSE

	Household

variables
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	bath
	10141,08
	0,2931
	0,284088
	
	
	
	
	
	
	
	
	
	
	
	
	

	cenheat
	170,2746
	0,422817
	0,415634
	
	
	
	
	
	
	
	
	
	
	
	
	

	insidewc
	1684,874
	0,056575
	0,045444
	
	
	
	
	
	
	
	
	
	
	
	
	

	cars
	575,0621
	0,616201
	0,609804
	
	
	
	
	
	
	
	
	
	
	
	
	

	hhsptype
	2812,200
	0,722506
	0,715874
	
	
	
	
	
	
	
	
	
	
	
	
	

	rommsnum
	6986,044
	0,837298
	0,832791
	
	
	
	
	
	
	
	
	
	
	
	
	

	tenure
	2051,171
	0,689023
	0,681768
	
	
	
	
	
	
	
	
	
	
	
	
	

	Person

variables
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	sex
	0,198118
	0,242028
	0,232496
	
	
	
	
	
	
	
	
	
	
	
	
	

	age
	
	
	
	0,988133
	-26,0161
	80,69393
	0,850271
	4,945056
	9,035773
	88
	0,007548
	0,002883
	0,000012
	0,23508
	21,93623
	2,914261

	mstatus
	25,55605
	0,182838
	0
	
	
	
	
	
	
	
	
	
	
	
	
	

	relat
	1041,02
	0,109515
	0,098276
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	cobirth
	1417,792
	0,262918
	0,254111
	
	
	
	
	
	
	
	
	
	
	
	
	

	distwork
	1618,158
	0,820293
	0,812599
	
	
	
	
	
	
	
	
	
	
	
	
	

	hours
	
	
	
	0,855452
	-38,0972
	686,9164
	0,012815
	19,12274
	26,7929
	90
	0,254091
	0,127277
	0,028629
	11,44394
	343,56
	0,767129

	ltill
	912,5476
	0,138738
	0,128644
	
	
	
	
	
	
	
	
	
	
	
	
	

	migorgn
	2904,12
	0,924985
	0,915515
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualnum
	45,60321
	0,049672
	0,038189
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualevel
	72,09892
	0,550518
	0,529697
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualsub
	364,4944
	0,93673
	0,928986
	
	
	
	
	
	
	
	
	
	
	
	
	

	residsta
	1507,636
	0,115873
	0,106182
	
	
	
	
	
	
	
	
	
	
	
	
	

	termtim
	323,4251
	0,185508
	0,150352
	
	
	
	
	
	
	
	
	
	
	
	
	

	urvisit
	481,673
	0,980658
	0,968424
	
	
	
	
	
	
	
	
	
	
	
	
	

	workplce
	479,1313
	0,267648
	0,252087
	
	
	
	
	
	
	
	
	
	
	
	
	

	econprim
	1270,422
	0,464114
	0,449455
	
	
	
	
	
	
	
	
	
	
	
	
	

	isco2
	3150,996
	0,9024
	0,897954
	
	
	
	
	
	
	
	
	
	
	
	
	

	isco1
	2991,804
	0,798471
	0,792083
	
	
	
	
	
	
	
	
	
	
	
	
	


CANCEIS-SCIA Imputation evaluation statistics for SARs data with only missing 


	
	W
	D
	Eps
	Slope
	t-val
	mse
	R^2
	dL1
	dL2
	dLinf
	K-S
	K-S_1
	K-S_2
	m_1
	m_2
	MSE

	Household variables
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	bath
	20,25
	0,000643
	0
	
	
	
	
	
	
	
	
	
	
	
	
	

	cenheat
	212,0815
	0,466005
	0,4588
	
	
	
	
	
	
	
	
	
	
	
	
	

	insidewc
	20,63636
	0,001011
	0
	
	
	
	
	
	
	
	
	
	
	
	
	

	cars
	1545,877
	0,607836
	0,601431
	
	
	
	
	
	
	
	
	
	
	
	
	

	hhsptype
	5268,292
	0,718988
	0,712767
	
	
	
	
	
	
	
	
	
	
	
	
	

	rommsnum
	5532,745
	0,794844
	0,789896
	
	
	
	
	
	
	
	
	
	
	
	
	

	tenure
	4649,228
	0,666822
	0,659637
	
	
	
	
	
	
	
	
	
	
	
	
	

	Person variables
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	sex
	0,408731
	0,2298
	0,220362
	
	
	
	
	
	
	
	
	
	
	
	
	

	age
	
	
	
	0,996429
	-9,90375
	39,00371
	0,926073
	3,666879
	6,249487
	79
	0,00607
	0,002399
	0,000009
	0,171317
	17,29991
	0,001307

	mstatus
	40,31782
	0,160208
	0
	
	
	
	
	
	
	
	
	
	
	
	
	

	relat
	42,17677
	0,051492
	0,040221
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	cobirth
	697,5672
	0,211088
	0,202146
	
	
	
	
	
	
	
	
	
	
	
	
	

	distwork
	1724,266
	0,818563
	0,810985
	
	
	
	
	
	
	
	
	
	
	
	
	

	hours
	
	
	
	0,869167
	-45,6678
	571,9325
	0,007083
	16,67569
	24,52553
	90
	0,201359
	0,087627
	0,013853
	7,888211
	213,7541
	0,07865

	ltill
	1577,418
	0,136304
	0,126299
	
	
	
	
	
	
	
	
	
	
	
	
	

	migorgn
	2512,137
	0,802123
	0,787445
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualnum
	285,8784
	0,048877
	0,037548
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualevel
	121,4797
	0,523869
	0,499571
	
	
	
	
	
	
	
	
	
	
	
	
	

	qualsub
	579,329
	0,943967
	0,935815
	
	
	
	
	
	
	
	
	
	
	
	
	

	residsta
	423,1139
	0,075887
	0,066195
	
	
	
	
	
	
	
	
	
	
	
	
	

	termtim
	1363,366
	0,449877
	0,423864
	
	
	
	
	
	
	
	
	
	
	
	
	

	urvisit
	571,7733
	0,942529
	0,925394
	
	
	
	
	
	
	
	
	
	
	
	
	

	workplce
	939,1463
	0,251322
	0,236062
	
	
	
	
	
	
	
	
	
	
	
	
	

	econprim
	1465,33
	0,492717
	0,48123
	
	
	
	
	
	
	
	
	
	
	
	
	

	isco2
	3662,964
	0,898569
	0,894681
	
	
	
	
	
	
	
	
	
	
	
	
	

	isco1
	3265,569
	0,805075
	0,799685
	
	
	
	
	
	
	
	
	
	
	
	
	


5.2 Technical details B: GEIS error localisation

Long forms – Large (Emp1 or Emp2)

	Rule #
	Rule name
	Edit rule: Case passes edit check if result is true
	Fatal Error

	1
	Ratio 1 – Lower
	Turnover > 0.04 * Turnreg
	N

	2
	Ratio 1 – Upper
	Turnover <= 37.4 * Turnreg
	N

	3
	Ratio 2 - Upper
	Emptotc  <= 192.5 * Employ
	N

	4
	E1
	Emptotc  > 0.0001 * Employ
	N

	5
	B1
	Empens+Empni+Empred+Empwag=Emptotc
	Y

	6
	B2
	Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
	Y

	7
	B3
	Taxrates+Taxothe=Taxtot
	Y

	8
	E2
	Purtot > 0.0001 * (Turnover – 10)
	N

	9
	E3
	Purothse > 0.0001 * (Turnover – 10)
	N

	10
	E4
	Taxtot > 0.0001 * (Turnover – 30)
	N

	11
	E5
	Taxtot < 0.25*Turnover
	N

	12
	E6
	Stockbeg <= Turnover
	N

	13
	E7
	Stockend <= Turnover
	N

	14
	E8
	Assacq <= Turnover
	N

	15
	E9
	Assdisp <= Turnover
	N

	16
	Ratio 3 - Upper
	Empni <= 0.39*Empwag
	N

	17
	Ratio 4 - Upper
	Empwag  <= 138.2 * Employ
	N

	18
	Ratio 5 - Upper
	Purtot <= 1.4 * Turnover
	N

	19
	U1
	Empwag <= U1_upper 

	N

	20
	U2
	Emptotc <= U2_upper

	N


Long forms – Small (Emp1 or Emp2)

	Rule #
	Rule name
	Edit rule: Case passes edit check if result is true
	Fatal Error

	1
	Ratio 1 – Lower
	Turnover > 0.03 * Turnreg
	N

	2
	Ratio 1 – Upper
	Turnover <= 90.2 * Turnreg
	N

	3
	Ratio 2 – Upper
	Emptotc  <= 191.8 * Employ
	N

	4
	E1
	Emptotc  > 0.0001 * Employ
	N

	5
	B1
	Empens+Empni+Empred+Empwag=Emptotc
	Y

	6
	B2
	Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
	Y

	7
	B3
	Taxrates+Taxothe=Taxtot
	Y

	8
	E2
	Purtot > 0.0001 * (Turnover – 10)
	N

	9
	E3
	Purothse > 0.0001 * (Turnover – 10)
	N

	10
	E4
	Taxtot > 0.0001 * (Turnover – 30)
	N

	11
	E5
	Taxtot < 0.25*Turnover
	N

	12
	E6
	Stockbeg <= Turnover
	N

	13
	E7
	Stockend <= Turnover
	N

	14
	E8
	Assacq <= Turnover
	N

	15
	E9
	Assdisp <= Turnover
	N

	16
	Ratio 3 - Upper
	Empni <= 1.2 * Empwag
	N

	17
	Ratio 4 - Upper
	Empwag  <= 76.5 * Employ
	N

	18
	Ratio 5 - Upper
	Purtot <= 1.73 * Turnover
	N

	19
	U1
	Empwag <= 4,508  (only Small-Emp1)
	N

	20
	U2
	Emptotc <= 11,534 (only Small-Emp1)
	N


Short forms – Large (Emp1 or Emp2)

	Rule #
	Rule name
	Edit rule: Case passes edit check if result is true
	FatalError

	1
	Ratio 1 - Lower
	Turnover >= 0.103 * Turnreg
	N

	2
	Ratio 1 – Upper
	Turnover <= 12.13 * Turnreg
	N

	3
	Ratio 2 - Upper
	Emptotc  <= 223.5 * Employ
	N

	4
	E2
	Purtot > 0.0001 * (Turnover – 10)
	N

	5
	E3
	Taxtot > 0.0001 * (Turnover – 30)
	N

	6
	E4
	Taxtot < 0.25*Turnover
	N

	7
	E5
	Stockbeg <= Turnover
	N

	8
	E6
	Stockend <= Turnover
	N

	9
	E7
	Assacq <= Turnover
	N

	10
	E8
	Assdisp <= Turnover
	N

	11
	B1
	Puresale + Purothal = Purtot
	Y

	12
	Ratio 3 - Upper
	Purtot <= 2.549 * Turnover
	N

	13
	U1
	Emptotc <= 2,933 (only for Large-Emp1)
	N


Short forms – Small (Emp1 or Emp2)

	Rule #
	Rule name
	Edit rule: Case passes edit check if result is true
	Fatal Error

	1
	Ratio 1 - Lower
	Turnover >= 0.015 * Turnreg
	N

	2
	Ratio 1 – Upper
	Turnover <= 136* Turnreg
	N

	3
	Ratio 2 - Upper
	Emptotc  <=   296* Employ
	N

	4
	E2
	Purtot > 0.0001 * (Turnover – 10)
	N

	5
	E3
	Taxtot > 0.0001 * (Turnover – 30)
	N

	6
	E4
	Taxtot < 0.25*Turnover
	N

	7
	E5
	Stockbeg <= Turnover
	N

	8
	E6
	Stockend <= Turnover
	N

	9
	E7
	Assacq <= Turnover
	N

	10
	E8
	Assdisp <= Turnover
	N

	11
	B1
	Puresale + Purothal = Purtot
	Y

	12
	Ratio 3 – Upper
	Purtot <= 10.829 * Turnover
	N

	13
	U1
	Emptotc <= 943 (only for Small-Emp1)

	N

	14
	U2
	Employ <= 319 (only for Small-Emp1)
	N


Evaluation results by variable

ABI data: Evaluation indicators by variable

	
	turnover
	empwag
	empni
	empens
	empred
	emptotc
	puren
	purcoth
	puresale

	alpha
	0,62243
	0,641509
	0,707483
	0,875
	0,875
	0,668919
	0,948113
	0,978495
	0,830935

	beta 
	0,017123
	0,001484
	0,000165
	0,00049
	0,000653
	0,00143
	0,00383
	0,000166
	0,014684

	delta
	0,069355
	0,01784
	0,016876
	0,01511
	0,014148
	0,065298
	0,03603
	0,029445
	0,125447

	RAE  
	21,14276
	46,4986
	-530,734
	-67,1239
	-1,68086
	36,69419
	-1766,4
	68,27006
	24,4773

	RRASE
	11,04327
	27,62902
	-329,633
	-48,2627
	-0,84537
	20,9961
	-639,623
	14,66107
	10,07028

	RER  
	2005507
	17491875
	3247782
	3259741
	99141,89
	3026855
	1052080
	1317704
	2006418

	tj
	157,4077
	274,0253
	365,2957
	262,8762
	38,38636
	294,4199
	213,4642
	166,0216
	163,7835

	AREm1
	22,50549
	46,83288
	533,711
	67,32406
	1,679899
	38,18763
	1778,063
	68,44888
	25,7005

	AREm2
	10480,04
	39028,34
	76175,96
	54159,97
	581,0713
	43572,02
	8768,769
	3823,913
	6927,116


(continued)– ABI data: Evaluation indicators by variable

	
	purhire
	Purins
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	purtot

	alpha
	0,954887
	0,968085
	0,945736
	0,963918
	0,977778
	0,957831
	0,894915
	0,884682
	0,829718

	Beta 
	0,000494
	0,00083
	0,000657
	0,001329
	0,000658
	0,001983
	0,023978
	0,002329
	0,015918

	delta
	0,020927
	0,030088
	0,020274
	0,031381
	0,021886
	0,02751
	0,065305
	0,085524
	0,136958

	RAE  
	-13,3664
	-16,1819
	26,97175
	-11,9532
	-24,9578
	63,67421
	28,74469
	21,81099
	23,81256

	RRASE
	-4,0848
	-4,75921
	12,26179
	-4,35969
	-11,6877
	20,10442
	14,92232
	1,091287
	9,206856

	RER  
	204859,8
	261059,5
	745646,6
	346335,8
	845237,1
	923659,6
	7813811
	93997,63
	1686835

	tj
	60,69033
	393,3632
	29,26455
	331,9598
	152,5066
	152,5901
	207,1314
	170,6312
	171,6756

	AREm1
	13,41834
	16,23152
	27,05934
	11,98926
	25,01364
	63,72302
	29,68047
	22,34115
	24,90677

	AREm2
	526,4768
	22687,62
	261,3984
	25835,05
	7733,116
	3393,156
	17726,12
	3268,757
	6724,029


(continued)– ABI data: Evaluation indicators by variable

	
	taxrates
	Taxothe
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	capwork
	employ

	alpha
	0,772358
	0,896266
	0,733062
	0,804384
	0,789649
	0,90364
	0,948649
	1
	0,955932

	Beta 
	0,009541
	0,007364
	0,06044
	0,002512
	0,002339
	0,001053
	0,000172
	0
	0,042048

	delta
	0,039711
	0,041828
	0,140529
	0,07963
	0,078922
	0,069424
	0,056949
	0,014942
	0,08558

	RAE  
	62,64571
	-20,6219
	28,75064
	27,69941
	28,3142
	39,59583
	105,2734
	-24,6788
	0,019585

	RRASE
	30,12075
	-8,38815
	10,62545
	13,15617
	13,61318
	19,53156
	38,91342
	-3,65454
	0,001442

	RER  
	2063305
	746320,6
	1894894
	2099496
	2116459
	5374471
	1063677
	
	225

	Tj
	202,396
	305,9748
	272,324
	326,4406
	338,3709
	201,4105
	112,8181
	2368,811
	0,179097

	AREm1
	64,02594
	20,94591
	32,56602
	28,48036
	29,25366
	40,32156
	106,5071
	24,70413
	0,083157

	AREm2
	14231,59
	24620,16
	16918,83
	37643,77
	42049,03
	15059,93
	2560,328
	299861,6
	0,073611


5.3 Technical details C: GEIS imputation

Sec198y2 ABI data: evaluation indicators by variable

	
	turnover
	empwag
	empni
	empens
	empred
	emptotc
	puren
	purcoth
	puresale

	Slope
	1,116696
	1,075247
	0,931963
	1,111393
	
	0,999155
	0,545588
	1
	1,001276

	t-val
	3280,567
	2268,066
	-1775,3
	80,6445
	
	-1,37303
	-1841,16
	-17,3331
	12,95585

	mse
	16224564
	345536,5
	67635,08
	16853,11
	
	78667,11
	142975,3
	1695882
	2,62E+08

	R^2
	0,999552
	0,999498
	0,981164
	0,99226
	
	0,981581
	0,642986
	0,017031
	0,99234

	DL1
	161,2927
	14,92839
	3,758256
	3,447824
	13,78393
	15,97533
	5,016536
	30,8432
	72,70636

	DL2
	3338,991
	350,3989
	54,93161
	30,94669
	375,8001
	46,91484
	98,1804
	243,2654
	2777,839

	dLinf
	7828,715
	620,8996
	69,19802
	41,99352
	634,4455
	121,7661
	121,3123
	394,1647
	8982,997

	K-S
	0,058302
	0,0375
	0,03913
	0,131705
	0,016611
	0,144542
	0,072713
	0,055988
	0,046817

	K-S_1
	0,000291
	0,000787
	0,001051
	0,00016
	0,000113
	0,000243
	0,000427
	0,002673
	0,000128

	K-S_2
	0
	0,000001
	0,000002
	0,000007
	0
	0,000007
	0,000005
	0,000086
	0

	m_1
	61,6011
	10,50887
	0,157706
	0,736973
	13,36806
	0,207626
	0,799937
	21,61439
	27,90994

	m_2
	2E+08
	3215008
	16085,2
	10791,86
	171564,7
	3691,286
	13412,04
	31063,82
	43740773

	MSE
	19009,84
	153,5554
	0,64913
	0,746613
	0,068304
	201,1344
	1,075726
	5,738519
	8536,473


(continued) – Sec198y2 ABI data: evaluation indicators by variable

	
	purhire
	purins
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	purtot

	Slope
	
	1
	
	0,979701
	
	0,006225
	0,149855
	0,991603
	

	t-val
	
	-66,0345
	
	-12,0942
	
	-12797,2
	-12526,5
	-12,317
	

	mse  
	
	231824
	
	143630,3
	
	6758802
	3128121
	1787864
	

	R^2  
	
	0,794527
	
	0,745112
	
	0,031126
	0,802783
	0,550337
	

	dL1  
	107,2321
	5,734866
	5,125025
	5,189225
	8,021821
	27,26249
	142,909
	27,5562
	5,739972

	dL2  
	3010,052
	91,3129
	86,20564
	78,49013
	133,6338
	562,7176
	3426,246
	220,1655
	32,27086

	dLinf
	4164,107
	139,9008
	115,2288
	123,9191
	203,1767
	621,2488
	4521,995
	1820,162
	198,7248

	K-S  
	0,017451
	0,072273
	0,071945
	0,189243
	0,068791
	0,127909
	0,127712
	0,060681
	0,028497

	K-S_1
	0,000031
	0,001048
	0,000502
	0,000379
	0,000844
	0,000837
	0,000267
	0,000897
	0,000009

	K-S_2
	0
	0,000006
	0,000005
	0,000023
	0,000039
	0,000008
	0,000002
	0,000012
	0

	m_1  
	101,1305
	4,858056
	0,587044
	3,859828
	1,066639
	3,941196
	127,2322
	5,591752
	1,274174

	m_2  
	9045324
	12496,4
	19639,41
	8483,53
	18728,74
	38085,11
	15743120
	59073,58
	362707,8

	MSE
	1,224755
	0,032309
	7,743241
	0,025113
	0,374711
	1,659775
	30,74863
	11,39641
	10353,74


 (continued) – Sec198y2 ABI data: evaluation indicators by variable

	
	taxrates
	taxothe
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	capwork
	employ

	Slope
	
	
	0,822574
	0,965395
	1,103967
	1,251255
	
	
	1,012738

	t-val
	
	
	-41,3953
	-16,0482
	27,38144
	22560,45
	
	
	2,274308

	mse  
	
	
	20825,78
	34811209
	33991465
	3068957
	
	
	106263,7

	R^2  
	
	
	0,945853
	0,935509
	0,944935
	0,998683
	
	
	0,982841

	dL1  
	0,450397
	0,427412
	5,273975
	50,25451
	47,07409
	45,70252
	67,69658
	0,053343
	4,466257

	dL2  
	9,50227
	9,256633
	21,49759
	929,2083
	1099,214
	1685,244
	3998,422
	0,230961
	56,37126

	dLinf
	14,12441
	15,07906
	52,76689
	2032,923
	3466,594
	4773,381
	9876,855
	1,622003
	125,0637

	K-S  
	0,037747
	0,045328
	0,13
	0,073966
	0,090402
	0,194008
	0,057992
	0,053343
	0,087723

	K-S_1
	0,000235
	0,000235
	0,000419
	0,000087
	0,000106
	0,000163
	0,000012
	0,053343
	0,000333

	K-S_2
	0,000001
	0,000004
	0,000019
	0
	0
	0
	0
	0,002845
	0,000004

	m_1  
	0,450397
	0,427412
	1,222632
	16,02891
	17,86841
	33,26483
	63,99611
	0,053343
	0,756488

	m_2  
	1492,076
	96,30997
	190,0702
	3173567
	3860446
	24563481
	17231916
	0,053343
	12943,53

	MSE
	2,474235
	0,109705
	2,994972
	55,77001
	61,02912
	44,53548
	8,597025
	0,002869
	2,053198


Sec198y3 ABI data: evaluation indicators by variable

	
	turnover
	empwag
	empni
	empens
	empred
	emptotc
	puren
	purcoth
	puresale

	Slope
	1,271915
	0,911412
	1,029551
	
	
	0,589358
	0,001901
	0,000015
	0,001575

	t-val
	74,03764
	-21,647
	4,985257
	
	
	-64,1139
	-19200,6
	-13371,7
	-26025,7

	mse  
	2505090
	13673,43
	1471,438
	
	
	113266,7
	144072,7
	631,0341
	1,99E+11

	R^2  
	0,9842
	0,986404
	0,927801
	
	
	0,831723
	0,025539
	0,00014
	0,255235

	dL1  
	186,6086
	9,604079
	1,001615
	1,414375
	1,938838
	21,08007
	436,8329
	80,03375
	4898,722

	dL2  
	572,0037
	27,27445
	6,615682
	9,809354
	9,527008
	104,2593
	4042,514
	940,7209
	136205,6

	dLinf
	3676,465
	53,68239
	5,791449
	7,460063
	9,150411
	189,4835
	5965,943
	1311,447
	369604

	K-S  
	0,159477
	0,344879
	0,293064
	0,025537
	0,290231
	0,321229
	0,161599
	0,103291
	0,091951

	K-S_1
	0,006103
	0,0031
	0,005659
	0,006382
	0,007439
	0,001211
	0,001688
	0,000392
	0,001018

	K-S_2
	0,000396
	0,000165
	0,000602
	0,000067
	0,002081
	0,000098
	0,000037
	0,000009
	0,000001

	m_1  
	100,6672
	8,399463
	0,415488
	0,171031
	0,925998
	8,015261
	436,1768
	77,19218
	4870,592

	m_2  
	2047923
	6157,04
	159,6053
	15,78454
	73,31615
	26608,01
	16443017
	884943,4
	1,86E+10

	MSE
	1,48E+09
	26714005
	767653,8
	203469,7
	428581
	47072160
	62035273
	272426,3
	5,37E+08


(continued)– Sec198y2 ABI data: evaluation indicators by variable

	
	purhire
	purins
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	purtot

	Slope
	
	0,000995
	
	0,000009
	0
	0,000107
	0,001709
	0,841943
	0,015409

	t-val
	
	-19522
	
	-1533659
	-2,3E+19
	-51736,2
	-7028,56
	-122,604
	-755,446

	mse  
	
	3878,428
	
	14316,07
	680,9764
	345921
	81391239
	221981,5
	54258327

	R^2  
	
	0,03446
	
	0,005714
	0,001548
	0,011273
	0,000441
	0,875297
	0,137696

	dL1  
	41,8361
	272,5904
	828,6474
	22250,57
	15,20594
	919,2014
	2200,362
	22,11652
	898,8047

	dL2  
	573,3892
	2329,503
	7471,045
	248523,9
	82,65245
	5270,623
	13737,27
	79,16499
	3076,409

	dLinf
	822,7584
	3621,968
	14889,23
	421298,5
	183,7864
	10956,51
	17643,7
	252,6825
	16844,84

	K-S  
	0,133293
	0,052731
	0,104952
	0,191158
	0,041073
	0,514588
	0,31776
	0,085994
	0,131127

	K-S_1
	0,004802
	0,004411
	0,00012
	0,000018
	0,011248
	0,020831
	0,00705
	0,001693
	0,022387

	K-S_2
	0,000036
	0,00006
	0,000002
	0
	0,000173
	0,000462
	0,00013
	0,000024
	0,00182

	m_1  
	41,62947
	272,4757
	825,7116
	22249,13
	13,88619
	907,3164
	1960,037
	0,649837
	866,7957

	m_2  
	328830,3
	5439589
	55815693
	6,18E+10
	6811,033
	27913674
	1,83E+08
	6483,107
	9627272

	MSE
	375492,9
	106113,9
	349114,4
	53830,72
	169851
	133868,8
	4946271
	981646,4
	1,11E+09


(continued)– Sec198y2 ABI data: evaluation indicators by variable

	
	taxrates
	taxothe
	taxtot
	stockbeg
	stockend
	assacq
	assdisp
	capwork
	employ

	Slope
	4,370463
	
	0,999708
	0,822759
	0,645195
	0,183808
	
	
	0,345233

	t-val
	1786,602
	
	-0,72142
	-38,9861
	-70,4355
	-235,614
	
	
	-117,504

	mse  
	14896,71
	
	2731,675
	46056253
	357477,9
	12512114
	
	
	4500,351

	R^2  
	0,999893
	
	0,993107
	0,898167
	0,686711
	0,007507
	
	
	0,632562

	dL1  
	99,6698
	1,264455
	4,079855
	66,89584
	36,69082
	94,13996
	2,25816
	0,342344
	3,833791

	dL2  
	1588,712
	7,572095
	8,288552
	984,1362
	94,58322
	580,0539
	7,245401
	3,204734
	8,093583

	dLinf
	1290,95
	13,75956
	36,34628
	1471,401
	461,8472
	5674,468
	25,14607
	3,081097
	20,22518

	K-S  
	0,189434
	0,212723
	0,150253
	0,090193
	0,108138
	0,077038
	0,067261
	0,011411
	0,316698

	K-S_1
	0,000001
	0,004821
	0,000401
	0,000423
	0,002208
	0,010468
	0,006652
	0,011411
	0,007879

	K-S_2
	0
	0,000706
	0,000029
	0,000003
	0,00004
	0,000217
	0,000225
	0,00013
	0,000932

	m_1  
	99,38799
	1,264455
	0,868646
	2,911161
	4,389507
	81,16309
	1,08783
	0,342344
	1,705936

	m_2  
	4021511
	57,33662
	18,94325
	2951838
	5584,471
	334313
	11,99534
	10,27032
	47,99944

	MSE
	234587,2
	7,28E+08
	8,04E+08
	17800575
	20887661
	7131811
	178543,1
	56086,23
	2,332004


5.4 Technical details D: CHERRY PIE and EC System 

A. Error localisation evaluation statistics for the ABI data, strategy I

Results for alpha, beta, delta, RAE, RRASE, RER, tj, AREm1, and AREm2

	 
	alpha
	beta 
	delta
	RAE  
	RRASE
	RER  
	tj
	AREm1
	AREm2

	turnover
	0.529
	0.055
	0.096
	0.004
	0.001
	47.797
	0.705
	0.033
	0.098

	empwag
	0.384
	0.066
	0.075
	0.239
	0.058
	16852.850
	1.628
	0.274
	0.245

	empni
	0.252
	0.069
	0.073
	-0.737
	-0.135
	654.300
	1.718
	0.821
	0.016

	empens
	0.231
	0.013
	0.016
	-0.219
	-0.039
	1223.889
	2.133
	0.110
	0.747

	empred
	0.229
	0.001
	0.005
	-0.152
	-0.007
	89.111
	5.145
	0.105
	0.460

	emptotc
	0.378
	0.274
	0.284
	0.136
	0.018
	1251.353
	2.317
	0.632
	0.023

	puren
	0.627
	0.005
	0.026
	-12.857
	-6.091
	12267.545
	1.668
	9.386
	0.803

	purcoth
	0.516
	0.023
	0.037
	0.121
	0.007
	360.333
	2.475
	1.147
	0.895

	puresale
	0.682
	0.008
	0.099
	0.590
	0.129
	20681.527
	2.587
	0.593
	1.136

	purhire
	0.444
	0.004
	0.013
	-0.211
	-0.015
	669.556
	2.696
	0.175
	0.024

	purins
	0.548
	0.009
	0.025
	-0.336
	-0.106
	6289.300
	1.815
	0.300
	11.493

	purtrans
	0.372
	0.012
	0.019
	-0.061
	0.183
	11118.889
	-0.259
	1.391
	0.909

	purtele
	0.588
	0.007
	0.025
	-0.423
	-0.163
	10201.100
	1.539
	0.381
	36.484

	purcomp
	0.444
	0.002
	0.012
	-0.226
	-0.012
	104.667
	2.749
	0.029
	0.651

	puradv
	0.512
	0.005
	0.018
	0.652
	0.245
	10996.444
	1.556
	0.489
	0.517

	purothse
	0.654
	0.028
	0.057
	0.951
	0.470
	172078.643
	1.217
	0.846
	17.734

	purothal
	0.707
	0.003
	0.069
	1.197
	0.125
	6410.057
	3.106
	1.239
	44.053

	purtot
	0.696
	0.016
	0.117
	0.647
	0.139
	22032.330
	2.602
	0.705
	1.612

	taxrates
	0.585
	0.004
	0.027
	-0.118
	0.075
	4587.364
	-1.165
	0.298
	0.286

	taxothe
	0.589
	0.000
	0.023
	-0.356
	-0.079
	5212.000
	3.387
	0.332
	3.291

	taxtot
	0.569
	0.045
	0.107
	0.120
	0.009
	1335.250
	4.435
	0.204
	0.126

	stockbeg
	0.599
	0.002
	0.059
	0.005
	0.014
	2658.776
	0.201
	0.011
	0.048

	stockend
	0.589
	0.002
	0.059
	0.035
	0.005
	650.022
	1.165
	0.031
	0.004

	assacq
	0.630
	0.001
	0.049
	0.009
	0.002
	447.762
	0.963
	0.045
	0.021

	assdisp
	0.619
	0.001
	0.038
	0.466
	0.049
	1588.667
	3.321
	0.659
	0.939

	capwork
	0.559
	0.001
	0.009
	-0.122
	-0.006
	
	3.418
	0.102
	0.068

	employ
	0.678
	0.133
	0.159
	0.001
	0.000
	13.214
	0.449
	0.146
	0.225



B. Imputation evaluation statistics for the ABI data, strategy I

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf
	 
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	turnover
	0.995
	-25.867
	521123364.440
	0.960
	428.429
	3769.129
	52365.543

	empwag
	0.076
	-2076.558
	331552181.457
	0.940
	111.480
	795.409
	14874.049

	empni
	0.013
	-5194.929
	3207009.751
	0.853
	29.456
	123.337
	956.132

	empens
	0.816
	-9222.023
	416407.471
	0.996
	28.575
	445.605
	1339.407

	empred
	0.033
	-7950321.958
	9466041.676
	0.007
	48.629
	1400.467
	2801.048

	emptotc
	0.236
	-2319.374
	793005978.682
	0.804
	59.392
	2834.486
	46225.746

	puren
	0.220
	-1701.609
	2105951.333
	0.559
	35.710
	354.006
	1035.493

	purcoth
	0.434
	-6523.762
	122852203.042
	0.630
	244.677
	4409.970
	12910.726

	puresale
	0.939
	-214.735
	16221450000.000
	0.728
	774.403
	23977.898
	209190.275

	purhire
	0.001
	-1501099327.846
	81687.133
	0.046
	410.289
	13796.340
	44741.928

	purins
	0.002
	-9813.530
	151038.825
	0.020
	77.958
	821.185
	7149.633

	purtrans
	0.001
	-207135.373
	1187338927.088
	0.003
	270.950
	6547.336
	14630.068

	purtele
	0.001
	-17421.603
	336094.738
	0.036
	86.196
	535.108
	4928.590

	purcomp
	0.205
	-2371903.705
	3605053.054
	0.952
	200.894
	6668.212
	16235.648

	puradv
	0.021
	-91324.949
	3219404.254
	0.290
	268.707
	3029.208
	11968.087

	purothse
	0.017
	-99817.886
	243866409.302
	0.149
	231.642
	7515.643
	28443.096

	purothal
	0.000
	-21322.110
	754538.725
	0.002
	482.988
	5101.434
	93128.443

	purtot
	0.055
	-1488.599
	5206651545.335
	0.072
	858.101
	51677.969
	221252.902

	taxrates
	1.000
	2.161
	281124.033
	0.992
	6.637
	97.920
	202.174

	taxothe
	0.021
	-16693.046
	532959.007
	0.779
	6.704
	74.219
	141.242

	taxtot
	0.663
	-180.836
	361717.287
	0.960
	7.921
	50.113
	686.407

	stockbeg
	1.000
	0.077
	5840783.191
	0.977
	30.360
	415.466
	2203.441

	stockend
	1.000
	-1.095
	1570120.195
	0.993
	25.901
	212.945
	2141.421

	assacq
	1.000
	-0.781
	3665601.603
	0.967
	36.189
	328.537
	6136.743

	assdisp
	1.000
	1.475
	441218058.533
	0.449
	66.080
	3615.843
	10492.954

	capwork
	0.002
	-15455.727
	1599298.669
	0.048
	19.395
	261.141
	378.277

	employ
	0.898
	-40.317
	27628.988
	0.491
	3.331
	24.800
	319.497


(continued)

Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE
	 
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	turnover
	0.106
	0.000
	0.000
	169.395
	28528258.009
	22935.192

	empwag
	0.692
	0.000
	0.000
	108.387
	642615.582
	1072.158

	empni
	0.664
	0.001
	0.000
	25.627
	8579.641
	7.900

	empens
	0.428
	0.000
	0.000
	26.012
	1875584.223
	2.890

	empred
	0.816
	0.000
	0.000
	21.909
	1435546.552
	1.543

	emptotc
	0.542
	0.000
	0.000
	56.681
	10434117.264
	2085.963

	puren
	0.221
	0.002
	0.000
	25.419
	144920.652
	5.999

	purcoth
	0.219
	0.000
	0.000
	8.740
	31809466.881
	11.738

	puresale
	0.059
	0.000
	0.000
	702.260
	576457525.749
	195638.014

	purhire
	0.409
	0.000
	0.000
	408.269
	190645755.666
	99.028

	purins
	0.345
	0.002
	0.000
	76.529
	680952.140
	10.148

	purtrans
	0.516
	0.001
	0.000
	53.579
	39297077.662
	3.847

	purtele
	0.350
	0.005
	0.000
	81.637
	285548.689
	14.688

	purcomp
	0.597
	0.000
	0.000
	198.115
	66096445.962
	17.719

	puradv
	0.333
	0.002
	0.000
	249.098
	10217988.848
	41.054

	purothse
	0.556
	0.000
	0.000
	195.057
	57682434.302
	3045.304

	purothal
	0.142
	0.002
	0.000
	475.916
	26049848.963
	3288.694

	purtot
	0.087
	0.000
	0.000
	834.123
	2703903146.776
	328137.965

	taxrates
	0.229
	0.000
	0.000
	0.771
	41002.374
	2.417

	taxothe
	0.566
	0.001
	0.000
	5.724
	5680.335
	4.031

	taxtot
	0.648
	0.000
	0.000
	5.943
	64.469
	10.867

	stockbeg
	0.147
	0.000
	0.000
	14.005
	671172.645
	61.660

	stockend
	0.145
	0.000
	0.000
	3.133
	33435.131
	85.618

	assacq
	0.149
	0.000
	0.000
	29.567
	105906.660
	52.964

	assdisp
	0.390
	0.000
	0.000
	60.964
	14076249.255
	1.288

	capwork
	0.752
	0.003
	0.001
	18.062
	68625.101
	0.676

	employ
	0.308
	0.000
	0.000
	0.973
	798.509
	2.668



C. Error localisation evaluation statistics for the ABI data, strategy II

Results for alpha, beta, delta, RAE, RRASE, RER, tj, AREm1, and AREm2

	 
	alpha
	beta 
	delta
	RAE  
	RRASE
	RER  
	tj
	AREm1
	AREm2

	turnover
	0.628
	0.000
	0.054
	0.011
	0.003
	545.497
	13.933
	0.009
	0.028

	empwag
	0.528
	0.001
	0.014
	0.367
	0.070
	18.173.050
	2.400
	0.322
	0.221

	Empni
	0.476
	0.000
	0.012
	-5.740
	-0.799
	3.461.600
	2.506
	5.107
	0.383

	empens
	0.298
	0.001
	0.006
	-0.349
	-0.043
	1.223.889
	3.093
	0.045
	0.741

	empred
	0.219
	0.001
	0.004
	-0.152
	-0.007
	89.111
	7.393
	0.106
	0.461

	emptotc
	0.613
	0.001
	0.059
	0.523
	0.061
	2.771.743
	3.265
	0.456
	0.021

	puren
	0.632
	0.000
	0.022
	-12.370
	-6.078
	12.267.545
	1.620
	10.384
	0.798

	purcoth
	0.565
	0.001
	0.018
	0.117
	0.008
	360.333
	2.084
	0.072
	0.010

	puresale
	0.674
	0.008
	0.098
	0.586
	0.129
	20.966.142
	2.592
	0.606
	1.152

	purhire
	0.436
	0.002
	0.011
	-0.211
	-0.015
	669.556
	2.789
	0.178
	0.020

	purins
	0.559
	0.000
	0.017
	-0.335
	-0.106
	6.293.900
	1.819
	0.308
	11.425

	purtrans
	0.388
	0.001
	0.009
	-0.062
	0.183
	11.118.889
	-0.262
	0.839
	0.572

	purtele
	0.593
	0.000
	0.019
	-0.423
	-0.163
	10.201.100
	1.541
	0.399
	36.284

	purcomp
	0.459
	0.000
	0.010
	-0.226
	-0.012
	104.667
	2.803
	0.055
	0.646

	puradv
	0.524
	0.000
	0.014
	0.652
	0.245
	10.996.444
	1.562
	0.557
	0.516

	purothse
	0.736
	0.000
	0.035
	0.884
	0.470
	172.078.643
	1.133
	0.843
	17.303

	purothal
	0.742
	0.001
	0.071
	1.199
	0.125
	6.410.057
	3.238
	1.227
	43.697

	purtot
	0.708
	0.006
	0.111
	0.898
	0.260
	47.675.438
	2.463
	0.962
	5.452

	taxrates
	0.654
	0.002
	0.027
	0.443
	0.111
	7.243.364
	2.005
	0.326
	0.204

	taxothe
	0.647
	0.000
	0.025
	-0.642
	-0.093
	5.212.000
	3.726
	0.624
	4.124

	taxtot
	0.679
	0.001
	0.082
	0.657
	0.034
	2.365.333
	6.421
	0.686
	0.196

	stockbeg
	0.636
	0.001
	0.062
	0.311
	0.107
	21.341.953
	2.198
	0.313
	2.435

	stockend
	0.636
	0.001
	0.062
	0.465
	0.100
	17.430.044
	3.005
	0.482
	2.307

	assacq
	0.662
	0.000
	0.050
	0.145
	0.063
	18.812.286
	1.757
	0.097
	0.179

	assdisp
	0.651
	0.001
	0.040
	1.050
	0.054
	1.588.667
	5.196
	0.023
	0.938

	capwork
	0.559
	0.001
	0.009
	-0.122
	-0.006
	
	3.725
	0.102
	0.068

	employ
	1.000
	0.000
	0.048
	0.027
	0.002
	225.000
	3.327
	0.033
	0.008



D. Imputation evaluation statistics for the ABI data, strategy II

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf
	 
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	turnover
	1.000
	-0.360
	17311673.235
	0.999
	74.809
	713.914
	9883.529

	empwag
	0.002
	-5811.494
	2188575326.803
	0.568
	572.140
	7611.369
	51342.906

	empni
	1.000
	-0.890
	13706.604
	0.999
	1.146
	21.940
	41.370

	empens
	0.816
	-65846.398
	498147.883
	0.998
	16.831
	612.213
	1384.359

	empred
	0.012
	-54380517.154
	9893792.927
	0.006
	106.036
	3839.790
	8300.988

	emptotc
	0.890
	-15006.806
	12271752.907
	0.999
	42.498
	1946.033
	6618.348

	puren
	0.000
	-62255.241
	3351734.796
	0.001
	486.981
	9333.771
	44552.855

	purcoth
	0.003
	-984789.175
	2516439.141
	0.453
	2454.285
	99636.048
	235289.381

	puresale
	0.761
	-341.999
	12952300000.000
	0.728
	682.286
	22596.403
	191024.552

	purhire
	0.003
	-87991547.494
	180160.994
	0.037
	165.665
	3985.208
	8360.861

	purins
	0.000
	-463028.275
	227903.284
	0.002
	687.327
	26282.835
	62229.943

	purtrans
	0.000
	-19039374.632
	1153838239.128
	0.000
	976.538
	20387.202
	44932.849

	purtele
	0.001
	-246394.782
	247461.317
	0.002
	269.414
	7181.626
	16904.797

	purcomp
	0.205
	-2371902.684
	3134087.470
	0.963
	219.816
	7163.393
	16479.519

	puradv
	0.001
	-1025398.747
	2545821.364
	0.036
	1666.966
	60285.289
	142101.783

	purothse
	0.001
	-744080.973
	286682591.164
	0.006
	9925.470
	393201.132
	909800.197

	purothal
	0.224
	-472.098
	572668.576
	0.412
	38.495
	193.497
	1654.243

	purtot
	0.961
	-126.361
	675488868.705
	0.901
	331.297
	4594.305
	33662.973

	taxrates
	1.000
	1.282
	12199436.826
	0.559
	20.018
	642.027
	1449.280

	taxothe
	0.002
	-428981.464
	637852.394
	0.002
	52.492
	1086.769
	2011.633

	taxtot
	0.002
	-9115.649
	5333666.363
	0.199
	40.253
	732.800
	4167.112

	stockbeg
	0.001
	-17472.493
	260326770.666
	0.230
	190.970
	5033.529
	37719.931

	stockend
	1.000
	-1.893
	2499042.089
	0.990
	27.564
	271.776
	955.266

	assacq
	1.000
	-0.775
	3795421.916
	0.969
	33.915
	333.869
	6122.890

	assdisp
	1.000
	1.569
	472367341.414
	0.449
	71.084
	3815.657
	10918.063

	capwork
	0.002
	-15455.727
	1599298.669
	0.048
	19.395
	261.141
	378.277

	employ
	0.578
	-81.461
	2082.679
	0.728
	2.656
	8.782
	12.920



(continued)

Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE
	 
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	turnover
	0.060
	0.000
	0.000
	55.513
	687506.794
	21137.345

	empwag
	0.144
	0.002
	0.000
	570.515
	58051481.436
	1493.585

	empni
	0.345
	0.001
	0.000
	0.902
	903.811
	12.726

	empens
	0.754
	0.001
	0.000
	16.781
	3685390.249
	3.086

	empred
	0.737
	0.000
	0.000
	77.353
	14391946.931
	4.359

	emptotc
	0.179
	0.000
	0.000
	36.293
	64602172.787
	4323.901

	puren
	0.130
	0.000
	0.000
	485.360
	87128815.079
	81.072

	purcoth
	0.368
	0.000
	0.000
	2453.530
	9981577415.212
	2049.613

	puresale
	0.064
	0.000
	0.000
	632.132
	511648267.999
	193793.286

	purhire
	0.569
	0.000
	0.000
	165.299
	15999194.071
	10.685

	purins
	0.254
	0.000
	0.000
	686.461
	690974221.491
	168.262

	purtrans
	0.480
	0.001
	0.000
	663.060
	333458492.576
	116.436

	purtele
	0.301
	0.000
	0.000
	268.110
	51628155.652
	34.229

	purcomp
	0.736
	0.000
	0.000
	219.634
	76561089.163
	16.830

	puradv
	0.447
	0.000
	0.000
	1661.792
	3641454077.777
	776.824

	purothse
	0.151
	0.000
	0.000
	9883.204
	154789500000.000
	36778.910

	purothal
	0.117
	0.004
	0.000
	25.769
	40559.000
	1197.387

	purtot
	0.099
	0.000
	0.000
	306.743
	21512654.102
	552621.123

	taxrates
	0.193
	0.001
	0.000
	15.692
	540522.824
	7.261

	taxothe
	0.654
	0.001
	0.000
	46.351
	1146482.670
	15.318

	taxtot
	0.275
	0.001
	0.000
	36.172
	516062.218
	159.844

	stockbeg
	0.196
	0.001
	0.000
	177.214
	25156451.860
	1485.103

	stockend
	0.195
	0.000
	0.000
	15.893
	47668.211
	2188.282

	assacq
	0.159
	0.000
	0.000
	27.670
	109460.905
	78.643

	assdisp
	0.417
	0.000
	0.000
	65.439
	15675016.868
	0.442

	capwork
	0.752
	0.003
	0.001
	18.062
	68625.101
	0.676

	employ
	0.625
	0.007
	0.002
	2.004
	104.238
	2.337



E. Evaluation statistics for the boolean variables and exp93 of the EPE data

Results for alpha, beta, delta, Dcat, tj, W, D, Eps

	 
	alpha
	beta 
	delta
	Dcat 
	tj
	W    
	D    
	Eps 

	exp93
	0.000
	0.004
	0.004
	0.000
	
	5.000
	0.714
	0.310

	netinv
	0.002
	0.011
	0.006
	0.002
	
	5.000
	0.008
	0.000

	curexp
	0.002
	0.017
	0.011
	0.002
	
	10.000
	0.022
	0.000

	subsid
	0.002
	0.000
	0.001
	0.173
	
	0.000
	0.000
	0.000

	receipts
	0.002
	0.007
	0.005
	0.002
	
	4.000
	0.009
	0.000


F. Error localisation evaluation statistics for the EPE 

Results for alpha, beta, delta, RAE, RRASE, RER, tj, AREm1, and AREm2

	 
	alpha
	beta 
	delta
	RAE  
	RRASE
	RER  
	tj
	AREm1
	AREm2

	eopinvwp
	0.700
	0.001
	0.008
	-0.016
	0.010
	
	-0.918
	0.293
	0.368

	eopinvwm
	0.667
	0.000
	0.004
	0.039
	0.023
	
	0.608
	0.052
	0.040

	eopinvap
	0.636
	0.000
	0.007
	0.230
	0.172
	
	0.808
	0.080
	5.685

	eopinvnp
	1.000
	0.001
	0.003
	0.211
	0.134
	
	1.143
	0.178
	1.422

	pininvwp
	0.750
	0.002
	0.008
	0.197
	0.100
	
	1.018
	0.067
	2.032

	pininvwm
	0.750
	0.004
	0.010
	0.008
	0.023
	
	0.177
	0.512
	0.535

	pininvap
	1.000
	0.002
	0.006
	0.032
	0.028
	
	0.724
	0.230
	0.248

	pininvnp
	1.000
	0.001
	0.003
	0.581
	0.304
	
	1.203
	0.082
	15.316

	othinvwp
	1.000
	0.001
	0.003
	-0.007
	0.003
	
	-20.458
	0.219
	0.001

	othinvwm
	1.000
	0.001
	0.006
	-0.073
	0.010
	
	-7.669
	0.277
	0.089

	othinvap
	1.000
	0.001
	0.007
	0.326
	0.184
	
	0.891
	0.183
	3.448

	othinvnp
	0.667
	0.000
	0.002
	-0.025
	0.013
	
	-1.272
	0.777
	0.939

	totinvwp
	1.000
	0.001
	0.006
	0.074
	0.035
	3177.000
	1.208
	0.057
	0.299

	totinvwm
	0.625
	0.001
	0.006
	0.034
	0.016
	
	1.481
	0.181
	0.059

	totinvap
	1.000
	0.000
	0.006
	0.688
	0.341
	17576.200
	0.080
	0.654
	39.337

	totinvnp
	1.000
	0.001
	0.006
	0.306
	0.143
	
	1.193
	0.006
	4.118

	eopinvot
	0.000
	0.004
	0.004
	0.000
	0.000
	
	
	0.405
	0.245

	eopinvtot
	0.667
	0.002
	0.016
	0.505
	0.259
	8218.455
	0.334
	0.424
	13.086

	pininvot
	1.000
	0.000
	0.001
	-0.001
	0.001
	
	
	0.925
	0.998

	pininvtot
	0.750
	0.003
	0.015
	0.350
	0.157
	9258.000
	1.095
	0.124
	7.090

	othinvot
	0.857
	0.000
	0.006
	-0.460
	0.309
	
	-1.012
	0.551
	0.934

	othinvtot
	0.875
	0.001
	0.015
	-0.058
	0.108
	
	-0.360
	0.168
	0.428

	totinvot
	0.500
	0.000
	0.001
	-0.001
	0.001
	
	
	0.158
	0.182

	totinvto
	0.833
	0.003
	0.014
	0.430
	0.169
	1399.254
	0.148
	0.361
	9.573

	curexpwp
	0.909
	0.002
	0.013
	0.008
	0.009
	254.000
	0.588
	0.391
	0.683

	curexpwm
	0.895
	0.001
	0.021
	-0.013
	0.004
	38.333
	-2.454
	0.179
	0.055

	curexpap
	0.909
	0.000
	0.011
	0.073
	0.047
	
	0.636
	0.229
	0.129

	curexpnp
	1.000
	0.000
	0.006
	-0.032
	0.058
	
	-0.372
	0.457
	0.297

	curexpot
	0.750
	0.000
	0.006
	-0.043
	0.016
	
	-1.363
	0.105
	0.029

	curexptot
	0.857
	0.003
	0.032
	0.045
	0.015
	108.175
	0.773
	0.044
	0.040

	taxexpwp
	0.556
	0.001
	0.006
	0.005
	0.013
	283.500
	0.145
	0.104
	0.008

	taxexpwm
	1.000
	0.005
	0.013
	0.674
	0.295
	
	0.891
	0.388
	50.374

	taxexpap
	1.000
	0.005
	0.006
	-0.175
	0.052
	
	
	0.501
	0.387

	taxexpnp
	0.000
	0.002
	0.002
	0.000
	0.000
	
	
	0.201
	0.131

	taxexpot
	0.667
	0.001
	0.003
	-0.261
	0.071
	
	
	0.448
	0.556

	taxexptot
	0.706
	0.006
	0.017
	0.051
	0.041
	405.600
	0.726
	0.040
	0.871

	totexpwp
	1.000
	0.002
	0.011
	0.007
	0.008
	96.200
	0.491
	0.165
	0.021

	totexpwm
	0.875
	0.000
	0.008
	0.154
	0.067
	326.700
	1.258
	0.055
	3.440

	totexpap
	1.000
	0.001
	0.008
	0.094
	0.044
	
	1.362
	0.122
	0.230

	totexpnp
	1.000
	0.000
	0.001
	0.062
	0.042
	
	
	0.393
	0.259

	totexpot
	1.000
	0.001
	0.004
	-0.004
	0.001
	
	-4.719
	0.085
	0.027

	totexpto
	0.500
	0.009
	0.017
	0.024
	0.013
	63.745
	0.689
	0.200
	0.220


(continued)
Results for alpha, beta, delta, RAE, RRASE, RER, tj, AREm1, and AREm2

	 
	alpha
	beta 
	delta
	RAE  
	RRASE
	RER  
	tj
	AREm1
	AREm2

	subwp
	0.000
	0.000
	0.000
	
	
	
	
	
	

	subwm
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.008
	0.003

	subap
	1.000
	0.000
	0.001
	6.305
	0.471
	
	
	6.305
	1.280

	subnp
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.000
	0.000

	subot
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.000
	0.000

	subtot
	1.000
	0.000
	0.001
	4.885
	0.365
	
	
	4.885
	1.261

	recwp
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.130
	0.002

	recwm
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.234
	0.121

	recap
	1.000
	0.000
	0.001
	0.224
	0.151
	
	
	0.601
	0.787

	recnp
	0.000
	0.000
	0.000
	
	
	
	
	
	

	recot
	0.000
	0.000
	0.000
	0.000
	0.000
	
	
	0.219
	0.106

	rectot
	1.000
	0.000
	0.001
	0.012
	0.008
	
	
	0.109
	0.037



G. Imputation evaluation statistics for the EPE data

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf

	 
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	eopinvwp
	0.942
	-13.735
	118263.655
	0.630
	22.742
	98.095
	264.973

	eopinvwm
	0.992
	-5.075
	12115.166
	0.690
	8.155
	33.090
	66.030

	eopinvap
	0.001
	-1747.139
	872840.792
	0.003
	340.143
	5014.847
	15173.163

	eopinvnp
	
	
	
	
	13.616
	25.023
	289.911

	pininvwp
	0.978
	-7.393
	15473.522
	0.864
	13.455
	36.407
	296.708

	pininvwm
	0.001
	-1317.552
	77824.057
	0.001
	91.874
	1054.996
	4365.065

	pininvap
	0.670
	-24.716
	650440.694
	0.088
	45.858
	251.495
	657.385

	pininvnp
	0.997
	-1.746
	8482.779
	0.649
	10.342
	22.151
	230.747

	othinvwp
	0.492
	-47.221
	1104.946
	0.879
	18.375
	37.635
	159.813

	othinvwm
	0.703
	-13.604
	4877.842
	0.878
	10.348
	19.755
	91.842

	othinvap
	0.872
	-5.239
	3536.457
	0.579
	5.681
	16.990
	45.449

	othinvnp
	
	
	
	
	23.323
	81.253
	307.198

	totinvwp
	0.860
	-5.381
	151272.099
	0.477
	35.628
	110.078
	306.564

	totinvwm
	0.002
	-1444.360
	131145.027
	0.002
	77.811
	933.902
	3417.429

	totinvap
	0.834
	-7.909
	715645.096
	0.124
	40.034
	212.802
	424.805

	totinvnp
	0.342
	-9.190
	13426.559
	0.040
	15.009
	26.732
	194.286

	eopinvot
	0.019
	-236.608
	232662.149
	0.048
	163.311
	783.882
	2586.050

	eopinvtot
	0.814
	-12.742
	720739.986
	0.495
	69.674
	356.989
	1320.233

	pininvot
	1.001
	0.217
	1206499.275
	0.185
	48.256
	328.956
	564.769

	pininvtot
	0.965
	-3.602
	809553.240
	0.221
	45.295
	243.906
	495.936

	othinvot
	0.999
	-5.496
	3895.629
	0.165
	9.638
	27.878
	83.836

	othinvtot
	0.586
	-39.857
	19960.610
	0.604
	24.066
	50.735
	135.034

	totinvot
	0.030
	-128.707
	601266.009
	0.008
	52.158
	305.465
	811.720

	totinvto
	1.019
	3.381
	690731.346
	0.374
	52.144
	238.325
	566.097

	curexpwp
	1.000
	-0.983
	19493.621
	0.975
	14.079
	47.438
	330.567

	curexpwm
	0.603
	-64.032
	13650.202
	0.639
	13.855
	49.062
	725.275

	curexpap
	0.292
	-75.364
	51814.587
	0.438
	27.084
	92.897
	1470.113

	curexpnp
	0.836
	-6.649
	860.976
	0.359
	5.387
	10.626
	67.124

	curexpot
	0.964
	-5.653
	3924.893
	0.507
	12.097
	24.194
	207.045

	curexptot
	0.042
	-56.721
	33634.874
	0.042
	39.510
	190.059
	287.801

	taxexpwp
	0.999
	-1.084
	778.389
	0.959
	4.261
	8.146
	27.448

	taxexpwm
	0.948
	-17.611
	832.183
	0.936
	3.274
	7.399
	44.325

	taxexpap
	0.437
	-9.879
	566.660
	0.445
	6.045
	7.461
	37.254

	taxexpnp
	
	
	
	
	8.776
	11.963
	19.266

	taxexpot
	0.061
	-41.939
	293.444
	0.038
	15.203
	24.033
	121.320

	taxexptot
	0.001
	-2808.944
	45720.146
	0.003
	245.272
	1216.770
	2510.663

	totexpwp
	0.975
	-4.222
	29691.297
	0.785
	20.897
	56.471
	343.936

	totexpwm
	0.483
	-86.516
	18533.039
	0.581
	19.813
	58.567
	676.105

	totexpap
	0.112
	-95.719
	46043.307
	0.097
	38.754
	111.405
	1372.484

	totexpnp
	0.753
	-5.261
	1766.524
	0.200
	6.505
	14.189
	60.114

	totexpot
	0.611
	-10.364
	46726.275
	0.039
	21.697
	75.409
	200.501

	totexpto
	
	
	
	
	30.715
	348.411
	2737.519


(continued)

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf

	 
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	subwp
	
	
	
	
	
	
	

	subwm
	
	
	
	
	52.110
	52.110
	52.110

	subap
	
	
	
	
	
	
	

	subnp
	
	
	
	
	
	
	

	subot
	
	
	
	
	
	
	

	subtot
	0.054
	00.000
	0.000
	1.000
	25.013
	36.103
	50.026

	recwp
	
	
	
	
	0.692
	1.177
	2.076

	recwm
	0.992
	-1.444
	7440.060
	0.635
	7.854
	31.585
	79.270

	recap
	0.999
	-0.154
	1664.542
	0.983
	12.848
	18.869
	52.174

	recnp
	
	
	
	
	
	
	

	recot
	1.000
	0.000
	7580.775
	0.532
	10.441
	22.046
	23.982

	rectot
	0.980
	-0.253
	11876.805
	0.126
	20.734
	48.611
	118.655



(continued)

Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE

	 
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	eopinvwp
	0.206
	0.004
	0.000
	10.675
	10692.716
	2.377

	eopinvwm
	0.070
	0.004
	0.000
	0.963
	237.154
	6.483

	eopinvap
	0.232
	0.004
	0.000
	302.173
	25185322.870
	362.087

	eopinvnp
	0.589
	0.031
	0.012
	12.356
	582.147
	0.129

	pininvwp
	0.164
	0.003
	0.000
	5.355
	877.110
	2.311

	pininvwm
	0.186
	0.000
	0.000
	68.788
	1107574.781
	20.897

	pininvap
	0.457
	0.004
	0.000
	26.025
	63966.533
	2.913

	pininvnp
	0.492
	0.020
	0.006
	8.256
	239.223
	0.242

	othinvwp
	0.535
	0.032
	0.014
	15.923
	3517.994
	0.203

	othinvwm
	0.547
	0.009
	0.002
	1.313
	283.616
	0.381

	othinvap
	0.274
	0.026
	0.006
	1.525
	68.128
	0.597

	othinvnp
	0.414
	0.073
	0.006
	22.020
	6547.343
	0.005

	totinvwp
	0.225
	0.006
	0.000
	6.827
	16924.071
	4.555

	totinvwm
	0.338
	0.000
	0.000
	52.516
	866253.173
	30.325

	totinvap
	0.342
	0.006
	0.000
	30.679
	46991.274
	370.569

	totinvnp
	0.662
	0.057
	0.022
	12.876
	492.087
	0.357

	eopinvot
	0.151
	0.015
	0.001
	154.349
	615546.293
	1.339

	eopinvtot
	0.345
	0.004
	0.000
	9.144
	173608.984
	421.910

	pininvot
	0.756
	0.015
	0.001
	47.079
	118616.424
	0.208

	pininvtot
	0.127
	0.007
	0.000
	27.732
	62113.646
	34.020

	othinvot
	0.320
	0.030
	0.003
	2.950
	109.145
	0.509

	othinvtot
	0.277
	0.015
	0.002
	5.223
	1285.394
	1.243

	totinvot
	0.595
	0.006
	0.001
	18.287
	59083.477
	0.891

	totinvto
	0.169
	0.009
	0.000
	41.469
	68531.940
	569.200

	curexpwp
	0.334
	0.001
	0.000
	3.635
	3145.183
	1.877

	curexpwm
	0.137
	0.012
	0.000
	10.143
	3364.863
	4.052

	curexpap
	0.277
	0.017
	0.001
	9.536
	7114.002
	2.360

	curexpnp
	0.689
	0.058
	0.007
	2.623
	36.242
	0.005

	curexpot
	0.615
	0.043
	0.009
	5.162
	602.869
	10.491

	curexptot
	0.455
	0.012
	0.000
	35.953
	36385.371
	30.433

	taxexpwp
	0.352
	0.009
	0.001
	1.370
	126.956
	0.347

	taxexpwm
	0.156
	0.014
	0.001
	2.403
	109.275
	6.024

	taxexpap
	0.707
	0.041
	0.017
	2.791
	5.730
	0.003

	taxexpnp
	0.446
	0.139
	0.042
	6.558
	138.668
	0.000

	taxexpot
	0.377
	0.177
	0.059
	12.874
	582.681
	0.002

	taxexptot
	0.742
	0.006
	0.001
	245.230
	1483967.136
	6.346

	totexpwp
	0.330
	0.009
	0.001
	5.936
	4625.152
	2.711

	totexpwm
	0.141
	0.016
	0.001
	13.320
	4640.993
	14.507

	totexpap
	0.434
	0.028
	0.002
	8.950
	8131.129
	2.292

	totexpnp
	0.763
	0.030
	0.008
	3.832
	127.269
	0.004

	totexpot
	0.739
	0.017
	0.003
	14.115
	5635.748
	10.495

	totexpto
	0.048
	0.003
	0.000
	21.433
	106041.377
	46.601


(continued)

Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE

	 
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	subwp
	
	
	
	
	
	0.000

	subwm
	
	
	
	
	
	0.001

	subap
	
	
	
	
	
	2.215

	subnp
	
	
	
	
	
	0.000

	subot
	
	
	
	
	
	0.000

	subtot
	0.480
	0.000
	0.000
	25.013
	1453.494
	2.225

	recwp
	0.346
	0.346
	0.120
	0.692
	1.384
	0.000

	recwm
	0.152
	0.011
	0.000
	3.152
	1022.917
	0.168

	recap
	0.818
	0.015
	0.006
	11.739
	325.463
	0.004

	recnp
	
	
	
	
	
	0.000

	recot
	0.892
	0.046
	0.004
	10.441
	486.013
	0.025

	rectot
	0.328
	0.033
	0.004
	11.700
	2531.454
	0.252


Technical details E: imputation by multivariate regression and hot deck

A. Evaluation statistics for the ABI data set

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf.

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	turnover
	0.903
	-4696.225
	38099915.963
	0.999
	126.394
	3422.493
	8066.041

	empwag
	0.963
	-1889.846
	6131.945
	1.000
	8.184
	182.620
	326.410

	empni
	1.125
	744.120
	3133.104
	0.999
	2.747
	38.585
	59.043

	empens
	
	
	
	
	7.093
	128.817
	215.556

	empred
	
	
	
	
	2.159
	39.185
	65.756

	emptotc
	1.000
	0.314
	76657.744
	0.982
	12.420
	46.319
	106.021

	puren
	0.526
	-222.520
	198644.561
	0.505
	7.023
	92.769
	117.029

	purcoth
	1.002
	2.617
	872000.904
	0.564
	26.868
	169.418
	404.717

	puresale
	1.004
	25.649
	67404804.943
	0.998
	47.294
	1439.593
	4674.408

	purhire
	1.000
	-26.935
	100432.837
	0.817
	4.162
	55.678
	72.151

	purins
	
	
	
	
	2.733
	36.431
	57.343

	purtrans
	
	
	
	
	10.079
	206.697
	304.044

	purtele
	0.484
	-54.641
	102370.505
	0.866
	6.405
	48.721
	77.626

	purcomp
	
	
	
	
	14.965
	323.292
	480.265

	puradv
	0.007
	-10573.407
	6618837.172
	0.090
	24.743
	506.180
	584.088

	purothse
	0.165
	-11869.681
	2648234.393
	0.827
	106.699
	2879.802
	3931.846

	purothal
	1.000
	0.895
	569401.469
	0.706
	23.067
	122.592
	1983.870

	purtot
	1.000
	107.948
	14130.132
	1.000
	4.561
	18.723
	198.725

	taxrates
	
	
	
	
	1.201
	3.632
	17.407

	taxothe
	
	
	
	
	0.815
	3.032
	16.909

	taxtot
	0.999
	-1.634
	3665.476
	0.987
	3.414
	10.402
	30.119

	stockbeg
	0.944
	-54.793
	50691968.338
	0.862
	45.817
	1119.399
	3367.806

	stockend
	0.747
	-377.613
	104483556.301
	0.800
	47.161
	1504.238
	4808.593

	assacq
	3.807
	41418.052
	148020214.663
	0.948
	115.367
	5969.890
	17527.421

	assdisp
	
	
	
	
	3.456
	56.599
	131.795

	capwork
	
	
	
	
	2.695
	69.431
	84.525

	employ
	1.109
	17.264
	145133.879
	0.958
	4.210
	72.200
	161.919


Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE.

	
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	turnover
	0.053
	0.000
	0.000
	60.474
	218901337.254
	19072.855

	empwag
	0.066
	0.001
	0.000
	7.035
	1788215.293
	154.476

	empni
	0.089
	0.001
	0.000
	0.230
	24631.197
	0.657

	empens
	0.081
	0.001
	0.000
	5.335
	37500.566
	0.752

	empred
	0.075
	0.000
	0.000
	0.804
	1535.407
	0.059

	emptotc
	0.120
	0.000
	0.000
	3.516
	2692.353
	200.963

	puren
	0.077
	0.001
	0.000
	3.750
	4112.847
	1.088

	purcoth
	0.120
	0.003
	0.000
	21.394
	40087.138
	5.788

	puresale
	0.036
	0.000
	0.000
	5.916
	24462501.862
	8549.521

	purhire
	0.121
	0.001
	0.000
	0.052
	6001.669
	0.583

	purins
	0.203
	0.000
	0.000
	1.638
	3033.707
	0.036

	purtrans
	0.033
	0.000
	0.000
	2.889
	33756.274
	7.747

	purtele
	0.113
	0.001
	0.000
	5.353
	3601.895
	0.031

	purcomp
	0.091
	0.001
	0.000
	7.797
	76309.975
	0.385

	puradv
	0.098
	0.001
	0.000
	3.933
	43110.538
	1.674

	purothse
	0.201
	0.000
	0.000
	97.687
	11588941.076
	30.611

	purothal
	0.099
	0.002
	0.000
	10.255
	26116.363
	11.560

	purtot
	0.028
	0.000
	0.000
	1.958
	103711.825
	10353.658

	taxrates
	0.096
	0.000
	0.000
	0.873
	49.682
	2.498

	taxothe
	0.069
	0.001
	0.000
	0.708
	2.352
	0.115

	taxtot
	0.294
	0.000
	0.000
	0.581
	134.105
	3.004

	stockbeg
	0.127
	0.000
	0.000
	6.066
	3366110.246
	55.386

	stockend
	0.127
	0.000
	0.000
	6.957
	4596183.020
	60.456

	assacq
	0.090
	0.000
	0.000
	105.196
	62023588.572
	46.265

	assdisp
	0.094
	0.000
	0.000
	1.939
	14177.710
	3.118

	capwork
	0.052
	0.000
	0.000
	2.588
	4820.529
	0.006

	employ
	0.384
	0.000
	0.000
	1.019
	15398.991
	2.063


B. Evaluation statistics for the EPE data set

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf.

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	eopinvwp
	0.971
	-2.768
	100736.764
	0.579
	18.314
	88.231
	233.934

	eopinvwm
	1.000
	-16.587
	21494.176
	0.553
	9.606
	43.207
	105.138

	eopinvap
	1.001
	1.271
	123579.872
	0.868
	30.722
	99.091
	374.421

	eopinvnp
	0.997
	-3.774
	9508.220
	0.487
	15.554
	30.916
	285.133

	pininvwp
	0.995
	-4.779
	16007.149
	0.865
	15.039
	36.034
	259.092

	pininvwm
	0.767
	-40.844
	64328.025
	0.243
	19.006
	68.792
	312.517

	pininvap
	0.665
	-25.184
	684819.596
	0.072
	45.048
	257.406
	663.085

	pininvnp
	0.940
	-9.137
	32921.160
	0.498
	11.606
	46.185
	225.105

	othinvwp
	0.641
	-21.504
	5946.928
	0.382
	14.389
	28.397
	125.480

	othinvwm
	0.879
	-9.537
	1855.695
	0.949
	8.271
	12.585
	72.402

	othinvap
	0.964
	-2.840
	3653.407
	0.589
	6.801
	16.519
	55.066

	othinvnp
	2.215
	18.067
	1769.777
	0.940
	15.041
	48.232
	171.146

	totinvwp
	0.934
	-2.769
	148161.679
	0.503
	34.530
	109.767
	270.517

	totinvwm
	0.873
	-14.761
	84492.296
	0.161
	23.332
	74.671
	283.718

	totinvap
	1.031
	1.426
	728862.893
	0.106
	40.893
	215.962
	433.429

	totinvnp
	0.234
	-39.829
	11365.066
	0.215
	16.147
	44.849
	189.106

	eopinvot
	0.992
	-4.843
	294432.290
	0.362
	63.165
	251.462
	720.355

	eopinvtot
	1.008
	0.853
	182876.304
	0.635
	57.030
	137.451
	773.035

	pininvot
	1.002
	0.238
	1203131.230
	0.188
	48.620
	328.507
	563.958

	pininvtot
	0.992
	-2.323
	913728.437
	0.213
	48.171
	250.059
	469.154

	othinvot
	0.403
	-11.927
	2828.787
	0.146
	11.848
	30.096
	83.117

	othinvtot
	0.748
	-14.278
	15527.495
	0.722
	18.371
	39.421
	108.828

	totinvot
	0.028
	-118.440
	620774.723
	0.008
	57.394
	309.495
	794.206

	totinvto
	1.016
	4.896
	727976.802
	0.358
	57.464
	245.673
	616.883

	curexpwp
	1.000
	-2.005
	17730.621
	0.978
	15.143
	46.525
	349.636

	curexpwm
	0.768
	-42.267
	9386.634
	0.764
	10.565
	36.322
	396.952

	curexpap
	1.000
	0.427
	13141.969
	0.841
	12.738
	36.763
	188.217

	curexpnp
	1.001
	0.088
	809.520
	0.401
	5.024
	9.890
	67.124

	curexpot
	0.914
	-7.622
	4566.831
	0.444
	12.376
	26.046
	204.946

	curexptot
	
	
	
	
	
	
	


Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	taxexpwp
	1.009
	2.557
	608.004
	0.971
	3.796
	7.136
	36.720

	taxexpwm
	0.969
	-14.950
	492.519
	0.965
	2.307
	5.601
	46.271

	taxexpap
	0.304
	-18.296
	415.114
	0.244
	7.063
	9.316
	27.887

	taxexpnp
	
	
	
	
	2.000
	2.000
	2.000

	taxexpot
	0.848
	-2.120
	53.008
	0.850
	2.721
	4.244
	6.175

	taxexptot
	
	
	
	
	
	
	

	totexpwp
	0.945
	-10.524
	24914.088
	0.820
	19.562
	51.489
	354.400

	totexpwm
	0.665
	-56.600
	11105.217
	0.749
	14.717
	42.619
	436.829

	totexpap
	1.010
	1.204
	18818.442
	0.618
	17.233
	42.601
	208.076

	totexpnp
	1.001
	0.046
	878.008
	0.608
	4.915
	9.732
	60.114

	totexpot
	0.928
	-6.787
	6128.626
	0.839
	13.350
	27.020
	167.906

	totexptot
	
	
	
	
	0.000
	0.000
	0.000

	Subwp
	
	
	
	
	
	
	

	subwm
	
	
	
	
	19.690
	19.690
	19.690

	Subap
	
	
	
	
	
	
	

	Subnp
	
	
	
	
	
	
	

	Subot
	
	
	
	
	
	
	

	Subtot
	0.132
	-1.401E+17
	0.000
	1.000
	9.451
	13.642
	18.902

	Recwp
	
	
	
	
	0.692
	1.177
	2.076

	Recwm
	0.981
	-1.558
	7603.418
	0.627
	8.371
	31.936
	80.233

	Recap
	1.000
	0.000
	1781.914
	0.983
	13.758
	19.522
	52.174

	Recnp
	
	
	
	
	
	
	

	Recot
	0.993
	-0.589
	7278.610
	0.531
	7.162
	21.603
	23.982

	rectot
	0.584
	-7.719
	12632.188
	0.095
	21.139
	49.373
	120.097


Results for K-S, K-S_1, K-S_2, m_1, m_2 and MSE.

	
	K-S
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	eopinvwp
	0.307
	0.005
	0.001
	14.078
	11677.351
	2.389

	eopinvwm
	0.091
	0.005
	0.000
	2.981
	1091.631
	6.351

	eopinvap
	0.338
	0.007
	0.001
	28.585
	11474.454
	35.518

	eopinvnp
	0.556
	0.024
	0.009
	10.045
	238.077
	0.131

	pininvwp
	0.249
	0.003
	0.000
	2.217
	129.018
	0.834

	pininvwm
	0.219
	0.010
	0.001
	5.911
	3384.033
	0.244

	pininvap
	0.422
	0.004
	0.000
	24.360
	65322.728
	3.005

	pininvnp
	0.487
	0.012
	0.002
	5.201
	2776.542
	0.054

	othinvwp
	0.523
	0.064
	0.027
	4.628
	135.760
	0.177

	othinvwm
	0.558
	0.009
	0.003
	1.814
	17.136
	0.379

	othinvap
	0.292
	0.010
	0.001
	2.687
	187.240
	0.237

	othinvnp
	0.432
	0.026
	0.002
	13.702
	5557.900
	0.003

	totinvwp
	0.298
	0.007
	0.001
	18.660
	17437.368
	3.965

	totinvwm
	0.304
	0.014
	0.001
	3.739
	3331.719
	7.682

	totinvap
	0.345
	0.007
	0.001
	36.575
	49174.558
	42.188

	totinvnp
	0.660
	0.013
	0.005
	10.305
	1885.395
	0.293

	eopinvot
	0.282
	0.038
	0.002
	51.963
	64289.977
	0.359

	eopinvtot
	0.446
	0.018
	0.003
	43.005
	26702.787
	73.746

	pininvot
	0.829
	0.015
	0.001
	47.621
	118607.488
	0.212

	pininvtot
	0.298
	0.007
	0.000
	32.952
	64433.378
	8.869

	othinvot
	0.264
	0.015
	0.001
	0.256
	286.231
	0.462

	othinvtot
	0.377
	0.014
	0.002
	4.364
	648.462
	1.471

	totinvot
	0.603
	0.006
	0.001
	14.066
	58162.858
	0.869

	totinvtot
	0.396
	0.011
	0.001
	49.987
	72275.298
	101.794

	curexpwp
	0.321
	0.002
	0.000
	1.081
	2019.679
	1.856

	curexpwm
	0.150
	0.006
	0.000
	7.165
	2208.569
	3.400

	curexpap
	0.395
	0.009
	0.001
	9.619
	1543.483
	0.934

	curexpnp
	0.849
	0.099
	0.030
	5.024
	97.967
	0.007

	curexpot
	0.630
	0.043
	0.009
	5.140
	581.483
	10.392

	curexptot
	
	
	
	
	
	25.928

	taxexpwp
	0.386
	0.012
	0.001
	2.963
	95.373
	0.350

	taxexpwm
	0.089
	0.010
	0.001
	1.810
	89.690
	0.223

	taxexpap
	0.810
	0.128
	0.052
	1.044
	79.404
	0.002

	taxexpnp
	
	
	
	
	
	0.000


Results for K-S, K-S_1, K-S_2, m_1, m_2 and MSE continued.

	
	K-S
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	taxexpot
	0.368
	0.109
	0.030
	0.956
	26.091
	0.001

	taxexptot
	
	
	
	
	
	0.722

	totexpwp
	0.356
	0.010
	0.001
	3.602
	2212.275
	2.696

	totexpwm
	0.163
	0.009
	0.001
	10.619
	3309.948
	4.293

	totexpap
	0.502
	0.017
	0.003
	12.854
	2056.106
	0.951

	totexpnp
	0.849
	0.043
	0.012
	4.915
	94.948
	0.007

	totexpot
	0.685
	0.012
	0.003
	5.578
	555.702
	10.400

	totexptot
	0.000
	0.000
	0.000
	0.000
	0.000
	30.525

	subwp
	
	
	
	
	
	0.000

	subwm
	
	
	
	
	
	0.001

	subap
	
	
	
	
	
	0.009

	subnp
	
	
	
	
	
	0.000

	subot
	
	
	
	
	
	0.000

	subtot
	0.480
	0.000
	0.000
	9.451
	242.801
	0.010

	recwp
	0.346
	0.346
	0.120
	0.692
	1.384
	0.000

	recwm
	0.107
	0.011
	0.000
	2.878
	980.667
	0.167

	recap
	0.892
	0.018
	0.008
	13.758
	381.118
	0.004

	recnp
	
	
	
	
	
	0.000

	recot
	0.707
	0.077
	0.029
	5.723
	458.179
	0.025

	rectot
	0.447
	0.029
	0.002
	9.949
	2438.750
	0.252








� By Giulio Barcaroli, Istituto Nazionale di Statistica (ISTAT)


� NIM stands for Nearest-neighbour Imputation Methodology, and has been developed by Statistics Canada; CANCEIS (CANadian Census Editing and Imputation System) is the particular version of NIM adopted for the last Canadian Census


� GEIS stands for Generalised Edit and Imputation System, and has been developed by Statistics Canada


� SCIA (Sistema Controllo e Imputazione Automatici) is a module of CONCORD (CONtrollo e CORrezione dei Dati),  an integrated system developed by ISTAT


� DIS (Donor Imputation System) has been developed by ONS


� SOLAS™ has been developed by Statistical Solutions in close collaboration with professor D. Rubin, see http://www.statsol.ie/solas/solas.htm


� SPSS, Statistical Package for Social Sciences, developed by SPSS Inc., see http://www.spss.com/
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� The program implementing the E-M algorithm has been written by professor Paul D. Allison, and has been downloaded from the site http://www.ssc.upenn.edu/allison


� By Antonia Manzari, Istituto Nazionale di Statistica (ISTAT)
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� Given the marginal distribution of a variable X observed at time t, an univariate edit corresponds to an acceptance region determined on the X distribution.


� This weight makes impossible the selection of the Turnreg field for imputation.


� By Marco Di Zio, Ugo Guarnera, Orietta Luzi, Istituto Nazionale di Statistica


� For more details on the GEIS error localisation algorithm refer to the EUREDIT report “Editing Using Standard Methods (GEIS): Evaluation of the error localisation strategy for the ABI data”.


� Note that imputed records in the first donor imputation step cannot be included in the donor pool used in this second imputation step. 
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� U1_Upper= 3,024 in data group Large-Emp1; U1_Upper= 793,234 in data group Large-Emp2.


� U2_Upper= 12,260 in data group Large-Emp1; U2_Upper= 850,411 in data group Large-Emp2.


� The data group Small-Emp2 contains businesses with more than 49 employees: for these firms, no reliable upper limits were found on the distributions of items Emptotc and Employ.
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