Statistics Finland

Euredit Project

Rules of Implementation of Some Traditional Methods for Imputation

Draft, April 2002

Seppo Laaksonen

0. Introduction

The purpose of this memo is to present the rules for implementing some very standard imputation methods and some more special methods, respectively, for the planned NAG software. The detailed documentation of all these methods is not included. I may further specify those if needed. Many terms should be discussed in Euredit groups, for example, and the methods completed as well. 

The general structure of imputations is given in the attached figure. In the next sessions we refer to this figure when specifying some tasks for developing a software. 
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1. Input File

This is a standard file with missing item values. There should be a standardised symbol for a missing value such as point ‘ . ‘  Or, alternatively, a user should be able to determine in the beginning of the process what values should have been considered as missing values.     

The statistics of missingness mechanism should be available to look. This means the multidimensional description of missingness patterns, and how many cases are in each. For example, the Solas software gives a solution to this. In principle it is easy to create, for example:

- create binary variables of each variable so that 1 = non-missing, and 0 = missing. 

- construct a multidimensional frequency table of these variables. 

- sort (a user should make his/her sorting, but a useful sorting (assumed) could be sorting by those frequencies; thus the first row tell the case with non-missing items, etc.). 

In principle, for each missingness pattern, a different imputation model may be created. There may be several strategies for working with a complex set of missingness patterns. For example, first one pattern has been handled and this leads a new output file with imputed values for this pattern. Next, this file may be taken as anew input file, and a new imputation round done. After a reasonable number of rounds, all missing values may be replaced with imputed ones, if a user wants to do so. 

2. Imputation Model (Symbol M)

I do not know whether it is possible for NAG to include a tree-modelling technique under this software, but if this may be done, this option could be chosen first, before going to a standard modelling task. The tree-method thus could give an automatic or semi-automatic option for imputation cells. Alternatively (and easier), a user should be able to choose his/her own imputation cells within those each imputation model would be built. The variables for this purpose are, naturally, categorical. It is good if a user may choose more than variable in which case, the easiest solution for imputation cells is a cross-classification of these cells. I do not know how much help a software may give if a user wants to collapse some cells of these due to a too small number of respondents, for example. If this cannot be done, it is possible that a user makes this kind of specifications before the modelling step (outside this NAG software). 

In any case, the following models may be done either within the imputation cells or for the full set of a particular missingness pattern:

1. Function given by a user

Idea: to allow opportunity for a user to give a whatever type of linear function in the form:

           y = b0 + b1x1 + b2x2 + …+ e  

Thus to put 

           y  = target variable to be imputed

           x1 = first x variable, auxiliary variable, without missing values within this pattern

           x2 = second x variable

         …

         b0, b1, b2 = parameters given by a user, respectively.

           e = random variable with chosen distribution with parameters given by a user

           e.g. normally distributed with mean = 0 and variance = s2.

It should be possible to choose as many of such variables and parameters as a user wants, even only one like b0.

2. Estimated linear function as in point 1.

The estimation is based on a full set of observations (without missing values). Whatever standard variable should be accepted, both as dependent and explanatory variable, thus both  continuous and categorical. New scaling should also be possible, in this phase such as = log, exp, collapsing categories, logit, ….

I think that NAG already has in some other systems a good range of models available. These may be simply exploited here. My first preferences for models are the following:

MA. Standard linear Model  like GLM in SAS. Using SAS codes, the model specification is as follows:

MA1.

proc glm data=pattern1a; class z1 z2; 

model y = z1 z2 x1 x2 x3 /solution  ; output out = pattern1b p=ypred; run;

or if intercept has not used:

MA2.

proc glm data=pattern1a; class z1 z2;

model y = z1 z2 x1 x2 x3 /solution noint ; output out = pattern1b p=ypred; run;

The output of this program gives, for example, a value for ‘ROOT MSE’ 

Thus: we have 

the predicted values for y = ypred

and

we may calculate the respective values taking into account the model uncertainty. This depends on the assumption of the error term. In a standard case, this may be simply based on normal distribution, that is, we obtain:

MA1R or MA2R.

yprednoise = ypred + rannor(u)* ROOT MSE 

in which

rannor(u) is random term with mean = 0 and standard deviation = 1 with u = seed number.

All robustness tests possible to exploit could be included in this process. Also, if a certain re-scaling ( = log, e,g,) has been used in modelling, the values should have been further transformed to the initial dimension (in case of log, this means exp-transformation). This may be another variable, however. 

MB. Standard Logistic Regression Model using procedure LOGISTIC in SAS.      

We here are looking only the binary case, that is, 

y = 1 

or 

y = 0.

The meaning of such values may be varying. Examples:

- if y means response then y=1 is that a unit responds, and y=0 for non-responding units. 

- if a business is innovative then y=1 and for non-innovative business y=0. 

- if an initial continuous variable >0 then we may categorise this variable so that a new y = 1 in that case, and y = 0 if the initial variable =0, respectively.

The modelling task is analogous to Case A:

proc logistic data=pattern1a; class z1 z2; 

model y = z1 z2 x1 x2 x3  ; output out = pattern1b p=ypred; run;

In this case, the predicted values are probabilities or response propensities, thus varying within (0, 1). The larger this propensity score is, the higher the probability for the event y = 0 will be. 

In both cases, we thus have the predicted values both for non-missing and missing units of the pattern concerned. We go forward to show how to exploit these in imputation task.

3. Imputation Task (symbol T)

The idea in each method is to replace a missing or deficient value with a fabricated one. This value has to be taken from a certain donor. There may be two types of donors, real ones, thus donors which are other units in the same data base, or a certain model is that donor. Consequently, the following two types of methodology may be used:

TA. Real-donor methods

and

TB. Model-donor methods.

Next, I give a number of specifications for both methods groups. 

Real-Donor Methods Specifications 
TA1. Random draw methods (called random hot decking methods)

Two options for drawing:

1a: Random draw with replacement: 

      A real donor is randomly (equal probability to each donor) chosen of the set with 

      non-missing values, thus the same donor may be chosen many times.  

1b: Random draw without replacement: 

      As earlier but when a real chosen once, it cannot be chosen twice.

      Note: if the missingness rate is higher than 50%, all missing values are not to be imputed.  

Two options for groups:
1u: Overall imputation, thus done once in each pattern

1s: Cell-based imputation, thus done within each imputation cell independently.

Thus, we have the four specification: 

1a + 1u = 1au
1a + 1s = 1as

1b + 1u = 1bu
1b + 1s = 1bs

Specification 1au could be recommended to use (almost automatically done) as a benchmarking purpose. Thus: the results from different could be compared with these results (or alternatively with some others), if a user wants to do so. 

TA2. Near Neighbour methods

This first need to define 2a. the metrics for nearness. A number of alternatives may be implemented such as:

Metric or continuous (maybe ordinal) x variables:

1. Euclidean distance of a selected x variable

2. Sum of the distances of the selected x variables, but this requires a re-scaling e.g. so that all variables have first been scaled within a certain interval like (0,1), and secondly, the weights may be put either the same for each (basic option) and a user may put whatever he/she wants.

Categorical variables, z:

3. Simply two alternatives for one z variable like if equal or not equal

4. Gini index for several z variables

Whatever types of variables:

5. Predicted values of the statistical model (linear regression, logistic regression as above)

6. Predicted values plus random noise as above in case of linear regression (not for logistic regression)  

TA2b. Possible options for choosing a donor when the metrics has been determined:

1. Value from a nearest donor to a unit with the missing value. This thus requires to calculate all the distances for this unit. For example, in case 2a5 this may be done so that all the predicted values are first sorted, and then looked the nearest ones from the above and then from the below to this unit, and these are compared, and the nearest is chosen. If there are several units with the same distance, the two main options may be taken: (i) a random selection of all these, or (ii) the average value of all (this is possible only for continuous variables).   

2. To choose randomly one donor of the m nearest ones in which case a user should choose the value of m. In fact, this covers the previous option, when m=1.

Note: the whole imputation thus covers various options. For example: the following chain: MA1 + TA2a5 + TA2b1 leads to the so-called RBNN method (regression based nearest neighbour method, without noise term in regression) 

Model-Donor Methods Specifications 
I here present first the certain special cases when the imputation cell (the number of these may be = 1, too) is determined first. This may be (i) specified as mentioned in the first paragraph of Section 2 using a tree-model or a user has given these cells, in the model step, or in a linear model so that the model only includes a constant term, that is, y = b0 in which b0 gives the categories of imputation cells.    

TB1. Direct imputation cell specifications

Note that all these may be weighted or unweighted. 

a. Mean imputation: the mean of observed values within a cell has been calculated and this value is put to all missing units within that cell. It is possible to calculate more or less robust means as in standard statistics have been done. 

b. Median imputation: missing values are replaced with median values, respectively. 

c. Mode imputation: this is maybe reasonable to use for categorical variables so that the most common value has been used as an imputed value.

d. Average of the specified percentile (a user should be able to give this interval, e.g. p25-p75).

e. Ratio imputation: of type yt=xt*(ys/xs)c in which yt = a value of variable y to be imputed, xt = a value of a certain variable x without missing values, ys = value of variable y in sample, thus with some missing values, xs = respectively for variable x, (ys/xs)c = ratio obtained by imputing within cell c. This ratio is in this simple case any of the above 4 solutions (thus, mean, median, mode, or percentile interval). A user should determine these variables. 

TB2. Probability-based specifications 

The following methods are for categorical or categorised variables, and may be done as earlier within cells:

a. Empirical frequencies as model-donors:

The system calculates the relative frequencies = probabilities for each category. These have sorted in the interval [0,1] so that each frequency has its own interval indicating the probability of that phenomena. For example: categories a, b and c with relative frequencies 0.2, 0.7 and 0.1. When sorting within interval, we obtain the following intervals for each category (0, 0.2], (0.2, 0.9] and (0.9,1.0]. Now we take random numbers with uniform distribution from the same interval  [0,1] and compare these with each other. If random number is within category (0, 0.2], then the imputed value = a, and respectively for others. 

b. Estimated frequencies (probabilities, response propensities) as model-donors:

The probabilities may be estimated using logistic regression or other methods, and we may get the respective intervals as in the previous empirical case. Consequently, the model-donor imputed values may be determined. 

Special examples for logistic regression with two categories a=0 and b=1: It is possible also using external information (based on benchmarking tests which cannot be maybe automated, or assuming that the probability for each category is the same for missing and non-missing units; this may be calculated easily before imputation using the software as well) as user determine in which interval the imputed value is equal = 1 and in which it is = 0, e.g. if it lies in interval (0, 0.7), then imputed value = a, and consequently for b. Another way to solve the category is to operate so that an estimated probability determines the probability for each possible imputed value. E.g. if this probability = 0.7 then there is 70% probability that the imputed value = a and 30% that it is = b. 

TB3. Predicted-based specifications

These are possible to use only for continuous variables (correctly). The solution is simple. The imputed value is exactly = the predicted value of the (linear) regression model. See above.

TB4. Predicted-based with noise term  specifications

The basic solution to this method is as for TB3. The imputed value may be taken from the model with noise term, directly. It is however good to include an option in order to avoid very high and, respectively, very low noise terms because these are not often realistic in practice. It is not clear how to do that, one standard way to use a truncated distribution (e.g. normal) so that a user could choose that truncation level, e.g. using the number of standard errors. If the NAG has good other solutions, these may be used.

Mixture of real-donor and model-donor methods
However, it is also possible to take the noise terms of TB4 from the empirical data, i.e., from observed residuals for non-missing units. Simplest is to randomly choose each noise term from these residuals (similarly to methods TA1). This methodology is not full model-donor method, since the last operation has been done using real-donor methodology. This thus shows that an imputation method may be also a mixture of real-donor and model-donor methods (symbol for this method = TAB1). There may be many other situations where this may be competitive, too.  We give some examples next.

TAB2. Two-step methods

An imputation task may be done in several consecutive steps. A common case is the following two-step one and may be implemented fairly easily: The variable concerned is now continuous, say y. If a user wants to use this two-step method, he/she first decide the categorisation for the first step imputation. A typical situation is such that variable y has been categorised to those with value =0, and those with value >0. This new variable is denoted by z. Now we go to these two steps:
Step 1. 

Construct a multivariate logistic regression model for z with such explanatory variables as presented above. Then compute the predicted values or propensity scores for each non-missing unit, and finally use one of TB2 methods for imputing what values are = 0 and what >0. 
Step 2. 

In this step it is only needed to impute the ‘exact’ value for those y is expected to be >0. For this purpose, a user may choose an method from the above mentioned ones, for continuous variables. 







