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1. Generalities

The GEIS software (Kovar, J.G. et al., 1988; Cotton, C. 1991), developed by Statistics Canada, is a generalised software implementing methods for both data editing and imputation. It can be used in all the problems where variables are numerical continuous and non-negative, and edits (consistency rules) are expressed in linear form.

GEIS has the modular structure described in Figure 1. In each module a particular sub-function of the main data processing phases (definition of data, error localisation, identification of outliers, imputation) is implemented. The steps of a GEIS data processing flow are described in the following section.

GEIS is coded in C language and is available only on UNIX operational systems. The system runs either in interactive or in batch mode: in the former case, the user works directly with the GEIS forms; in the latter case, the system is made run by using UNIX batch programs. Typically, the first mode of use is adopted when defining the application structure and parameters, while the second one is used when data have to be processed.

GEIS requires data be loaded into ORACLE tables. This software automatically reads data from these tables, performs data processing and updates appropriate dynamic ORACLE tables depending on the particular data processing step.

Since the main objective of our study is the evaluation of the imputation methods available in the software, in the next section we shortly describe them and the steps needed for their application. 

2. Structure of the system

In this section we give a description of the main steps of a GEIS data processing flow, following the structure in figure 1.

Figure 1 : GEIS overall structure
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Description of the application and of Oracle tables

In this module the following actions need to be performed:

-
identification of the questionnaire (application);

-
identification and description of the ORACLE tables containing current and historical data (the latter can be used in the outlier detection module or in the imputation by estimator phase).

This is a required step for the implementation of the imputation process.

Description of data groups

In this step, through SQL expressions, the user can define the groups of data to be separately analysed by the system. Data groups can be defined because of different needs, for example:

· for reducing the complexity of the application; 

· for performing different treatments on different and homogeneous kinds of units.

This is a required step for the implementation of the imputation process.
Implementation of the editing strategy

This action is needed not only for the error localisation step but also for applying the imputation step. In fact the system allows performing imputations according to logical constraints (edit rules). Details will be given in the following sections.

This phase consists of several some sub-phases:

1. Edit specification 

In this module, edits to be used for identifying inconsistencies among observed variables have to be defined.

2. Analysis of edits
Consists in finding and eliminating all possible inconsistencies and redundancies among the specified set of edits in order to obtain the minimal set of edits to be applied on observed data.

3. Application of edits
GEIS allows the production of some reports (summary statistic tables). These tables indicate, for example, how many records fail at least one edit, the distribution of records per number of failed edits, how many times each edit is failed and so on.

The analysis of these tables is useful for a critical revision and for an improvement of the edit strategy. For instance, they allow the identification of mistakes in the definition of some edits or may indicate the presence of systematic errors when the failure rate of a given edit appears to be too high.

The implementation of the editing strategy is a required step for the implementation of the imputation process. 

Outlier detection

In this phase, values of each variable are analysed in order to identify outlying observations.

An important element to stress in the imputation context is that when a unit is considered an outlier, it can be labelled in GEIS as ODI (Outlier Detected to be Imputed), or as ODE (Outlier Detected to be Excluded). In the former case, it will be imputed, while in the latter case, the ODE’s will be considered anomalous but acceptable data and they will be only excluded by the donor pool and by the set of observations used for the imputation by estimators. 

This is an optional step for the implementation of the imputation process.
Error localisation

In this phase, for each record failing at least one edit, a probabilistic algorithm identifies the minimum number of fields that are to be imputed in order to make the record pass all the edits. A detailed description is given in Cotton (1991).

This is a required step for the implementation of the imputation process. In fact, before applying imputation methods, items requiring imputation are to be identified. Furthermore, some imputation methods require the identification of records passing all edits.

Imputation module

Once errors have been localised (this phase is necessary in order to go on with the imputation phase), the imputation phase consists of replacing items in error or missing values with new "plausible" values. In GEIS the plausibility of the values is pursued by using imputation techniques having the following characteristics:

·
imputed records pass all edits;

·
the original structure of data is preserved as much as possible.

Three different imputation algorithms are available in GEIS:

1.
deterministic imputation;

2.
nearest-neighbour (NN) donor imputation;

3.
imputation by estimators.

Deterministic imputation

For each variable an analysis is performed in order to verify if there exists one and only one value that has to be assigned to that variable in order to make the record pass all edits. If such a value exists, it is directly assigned to the variable. 

Nearest-neighbour donor imputation

For each record with at least one field to be imputed (recipient), a nearest-neighbour donor (NND) record is identified among the set of potential donors (donor pool) consisting of all units passing all the user-defined edits. A donor is acceptable if it passes all edits and the values to be assigned make the recipient pass all edits. The selected acceptable donor is the one having the minimum distance from the recipient. It is clear that if the edits are too much restrictive (e.g. balance edits), it can happen that, in order to find a donor satisfying the original edits, the donor record used for the imputation can be very far from the recipient record. For this reason GEIS allows the use of a different set of edits for validating the imputation. It is called post-imputation set of edits. Generally, these edits are a relaxed version of the original consistency rules. The records obtained by this process will satisfy just the relaxed consistency rules introduced in the post-imputation edits. However, if we classify as correct a record passing all the original set of edits, a reprocessing step using the original not transformed edits is needed.

If different constraints are required for different sub-groups of sample units, different edit groups (and the corresponding post-imputation groups) can be defined for the corresponding different imputation cells.

GEIS implements the NN imputation technique in three steps:

1. Finding Matching Fields;

2. Transforming Matching Fields;

3. Identifying the NN donor.

1. Finding Matching Fields
In this step the variables to be used in the distance computation (see paragraph 3) used for identifying the NN donor are automatically determined. They will be added to the must-match variables the user can define in a subjective way. 

2. Transforming Matching Fields
In this step matching variables are standardised in order to remove the effect of scale in the computation of the distance.

3. Creating the k-D tree algorithm
In this phase, for each record to be imputed, the algorithm looks for the nearest neighbour donor with respect to the specific distance function computed on the matching variables selected in the previous step. In order to improve the computational efficiency of this phase, a binary tree (the so-called the k-D tree) is built up. 

Imputation by estimators

In this phase variables can be imputed sequentially by using different kinds of estimators (ratios, means, historical trends) defined between variables on the basis of known relations and exploiting all the possible external available information (e.g. historical or auxiliary information).

3.
Methods and algorithms

In this section, methods and algorithms used for performing all the data analyses described in previous section are presented. Only general descriptions are provided: for more details the reader is asked to refer to specialised references or to software manuals.

3.1.
Edit specification

In GEIS edits can be expressed in PASS or FAIL form (in the first case, data are correct if they verify all PASS edits; in the second formulation, data are in error if they verify at least one FAIL edit). Edits are represented by linear expressions having the following form:
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where xj are the n surveyed variable values for each unit i, m is the number of edits, and aij, bi (j=1,...,n ; i=1,..,m) are user-specified parameters. The specified set of edits define the acceptance region in Rm, convex and containing its boundaries. 

Once defined, edits are automatically transformed in the canonical form: all rules are expressed in PASS form, and variables are moved all at left of the logical operator (= or  ) for each edit. In addition to this edits, GEIS automatically introduces the positivity edits for each variable involved in at least one edit.

Edit transformation

If non linear edits are to be used in GEIS, they have to be preliminary transformed in linear form. 

For example:

· existence rules having the general form  “if x > 0 then y>0” can be re-written in GEIS in the following way: y>0.0001*x;
· the linear form of a general ratio Lower < x1/x2 < Upper is obviously: x1 > Lower* x2 and x1 < Upper* x2;

· edit x1* x2 = x3 can be re-written as follows: y1 + y2 = y3  where y1=log x1 ,  y12=log x2 and  y3=log x3.
Edit groups

More than one edit group can be defined in GEIS. Edit groups are sub-sets of originally defined edits that are separately applied to data. If edit groups have common variables, the order of data processing with respect to them is relevant: generally, common variables treated in a given data processing step need to be fixed in the following steps.

Edit groups are defined for different reasons:

1.
computational limits or too much complex tasks;

2.
different quality requirements are needed on different subsets of data.

3.2.
Analysis of edits

The analysis of edits aims at verifying that the resulting acceptance region is convex and contains its boundaries. This check is performed by performing the two following analyses:

Check of edits

In this module an analysis is performed in order to identify the following critical situations. This check consists in verifying that:

· the edits are consistent, i.e. the acceptance region is not empty due to the presence of contradictory rules;

· non redundant edits (i.e. edits that do not contribute to the definition of the acceptance region) have been defined;

· non hidden equalities (i.e. equalities implicitly defined by the set of edits) have been defined;

· variables are implicitly determined, i.e. the set of edits implies that variables can assume one value.

Generating extreme points
Extreme points are the vertex of the acceptance region determined by the edit set. Geometrically, they correspond to the intersections among the n edits in the n-dimensional space. They are determined by applying the Chernikova algorithm (Chernikova, 1965) as described in Schiopu-Kratina and Kovar (1989). 

Generating implied edits

Implicit edits represent relations among variables not explicitly defined in the edit set. In the case of GEIS, implied edits are always redundant and are not added to the minimal set of edits in order to form the so-called complete set of edits as stated by the Fellegi-Holt method. In GEIS implied edits are used to better exploit the meaning of the original set of explicit edits at a conceptual level.

From a mathematical point of view, an implicit edit is the result of a linear combination of k edits in which at least (k-1) variables have been eliminated. As for extreme points, implicit edits are generated by using a particular implementation of the Chernikova algorithm (Schiopu-Kratina and Kovar 1989).

3.3.
Outlier detection module

The implemented method is due to Hidiroglou and Berthelot. A detailed description is given in Hidiroglou and Berthelot (1986) and Cotton (1991).

3.4.
Imputation module

Deterministic imputation

The adopted method and algorithm are described in Cotton (1991).

For each record in error, only the edits failed are considered. In these edits, the variables that do not require imputation are substituted by the value observed obtaining a reduced set of edits.  For each variable Xi to be imputed, the algorithm computes the solutions for a linear programming problem where the edits are the constraints and the objective function is respectively Min(Xi) and Max(Xi). If Min(Xi) = Max(Xi) = x' then the value x' is deterministically assigned to the variable Xi
Nearest-neighbour donor imputation

For each record x with at least one field to be imputed (recipient), a nearest-neighbour (NN) donor record is identified by using as the distance function as following:

D(x,y) = max(|x1-y1|, |x2-y2|,..., |xn-yn|)

This distance is known as minmax distance.

The variables (x1,…,xn)used to compute the distance (matching variables) can be either selected by the user or automatically determined by an appropriate algorithm implemented in the donor imputation module.

The donor identification algorithm implemented in GEIS, due to Friedman, Bentley e Finkel (1977), uses a binary classification tree known as k-d tree.
GEIS implements the NN imputation technique in three steps:

1. Finding Matching Fields;

2. Transforming Matching Fields;

3. Identifying the NN donor.

1. Finding Matching Fields

In this step the variables to be used in the distance computation have been defined. As already said, in addition to the variables defined by the user, the system automatically selects other variables. This automatic selection is composed by the following phases:

· substitution of the acceptable values to the corresponding variables into the edit rules;

· creation of a reduced set of edits discarding the edits without any variables (all the variables in the edit has been substituted by a value);

· within the reduced set of edits, selection of edit rules defining the new acceptance region. In this action all the redundant edits are discarded;

· the matching variables are those in the set defined in the step three that are not to be imputed.

2. Transforming Matching Fields

In this step matching variables are standardised in order to remove the effect of scale in the computation of the distance. The technique is the rank transformation one (details are in Cotton, 1991).

3. Creating the k-D tree algorithm

In this phase, for each record to be imputed, the algorithm looks for the nearest neighbour donor with respect to the minmax distance computed on the matching variables, selected in the previous step. In order to improve the computational efficiency of this phase, the k-D tree algorithm has been used (details can be found in Cotton, 1991).

Imputation by estimators

Let X be the variable to be imputed, t the reference time, (t-1) the previous time, xit the value of the variable X in record i at time t, Y the auxiliary variable, 
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 the mean value of X (at time t or t-1) and 
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 the mean value of Y (at time t or t-1). The available estimators are the following:

1.
Previous value:
xit  = xi(t-1) 

2.
Previous mean:
xit = 
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5.
Auxiliary trend:
xit = xi(t-1) 
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6.
Difference trend:
xit = xi(t-1) 
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