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Summary
The aim of workpackage 4.1 of the EUREDIT project is to implement and evaluate selected currently used methods for error localisation to establish best practice methods. This report discusses the development experiments on the ABI and EPE data set. In this development phase we tried to find an optimal strategy to be applied to the evaluation data sets. The evaluation experiments are described in a different report (see Vonk, Pannekoek and De Waal (2002b)). Our experiments focus on the performance of Cherry Pie, a prototype computer program to find errors in data sets. Besides this automatic editing technique, we evaluate the imputation strategies as developed in workpackage 5.1, and now applied to data sets with both errors and missing values. 
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1
Introduction

This report describes the development of an error localisation and imputation strategy for two datasets: the UK Annual Business Inquiry (ABI) and the Swiss Environment Protection Expenditures Survey (EPE). In these development experiments we tried to develop an optimal editing and imputation strategy for both data sets. We were able to test different strategies because the true values of the perturbed y3 data sets are at hand. The strategy tested best was applied to the evaluation data sets. These fully edited data sets were sent to ONS and results were returned by them. Results of these evaluation experiments can be found in Deliverable 4.1.2: Evaluation (Vonk, Pannekoek and De Waal, 2002b).
We subdivide the editing and imputation process into three steps. The first step consists of solving the so-called error localisation problem, i.e. the problem of identifying the errors in the data. To identify these errors one often adopts (a generalised version of) the so-called Fellegi-Holt paradigm. To apply this paradigm, we have developed a prototype computer program called Cherry Pie, that sets the identified errors to missing. 

The second step is imputation of the missing values, both the values that were originally missing as well as the values that were set to missing in the error localisation phase. We have used different standard imputation methods. These methods include (multivariate) regression imputation, certain hot deck methods and a combination of regression and hot deck. For the application of these methods, (a combination of) standard software packages was used, such as SPSS and S-plus.

During the imputation step edit rules are not always taken into account. As a third and final step one can modify the imputed values such that all edits become satisfied. To this end we have developed a prototype computer program called EC System. This program was only applied to the EPE data set. 

A brief outline of these error localisation and imputation methods can be found in Section 2. Section 3 and 4 describe the methods and results for respectively the ABI and EPE data sets. Because each data set demands a specific editing strategy based on the properties of the variables and records, a description of the data sets can be found in these sections. This is followed by an outline of the error localisation and imputation strategy as applied to these specific data sets. In the subsection Results the outcomes of the analyses are presented followed by a discussion of the results. Section 5 concludes the report with a short discussion of the development experiments in a more general sense. 

2
Methods

2.1 Error localisation

In this section we sketch how we have localised the erroneous, or better: implausible, fields in the ABI and EPE y3 data sets. For a more complete overview of the methodology and the algorithms we refer to De Waal and Pannekoek (2002) and De Waal (2002a), respectively.

To identify implausible values in the y3 data sets we have used the (generalised) Fellegi-Holt paradigm (see Fellegi and Holt, 1976). This paradigm says that the data in a record should be made to satisfy the specified edit rules by changing the fewest (weighted) number of fields. To each variable a non-negative weight, the so-called reliability weight, is assigned that indicates the reliability of the values of this variable. The higher the weight of a variable, the more reliable the corresponding values are considered to be. A prerequisite for applying the Fellegi-Holt paradigm successfully is that systematic errors, such as financial figures are 1,000 times too large, have already been removed. Such systematic errors have to be removed beforehand during a pre-processing step. Ideally, after the pre-processing step all systematic errors have been removed, and only non-systematic, stochastic errors remain.

To apply the generalised Fellegi-Holt paradigm we have developed a prototype computer program called Leo. It can be applied to a mix of categorical and continuous data. A production version based on Leo is planned to be used in the day-to-day edit and imputation processes at CBS. This production version will be called Cherry Pie. The prototype version Leo was used for the ABI data. For the EPE data we used a further developed version, optimistically called Cherry Pie. In this paper we will make no distinction between Leo and Cherry Pie. A small difference in the format of the edit rules can be seen in the Appendices I, II (ABI data) and V (EPE data). 

Cherry Pie requires a maximum for the number of fields that may be changed as one of its input parameters. Any record that requires more changes will not be edited automatically, because we consider the quality of such a record to be too low for automatic editing. The most important output of Cherry Pie consists of a file that contains for each record a list of all optimal solutions to the error localisation problem, i.e. all possible ways to satisfy the edit rules by changing as few fields as possible. After Cherry Pie has finished, per record one of these optimal solutions has to be selected from the corresponding list. The variables involved in the selected optimal solution are then set to missing and can subsequently be imputed for. Cherry Pie also generates a file with records for which it could not find a solution, because more fields in these records would have to be modified than the specified maximum allows. These records either need to be edited in another way, or have to be discarded. In the latter case the contributions of the corresponding respondents need to be estimated during the weighting phase rather than the editing phase.

To determine all optimal solutions to the error localisation problem, Cherry Pie generates a binary tree. In each node of this tree a branching variable is selected. After selection of a variable two branches are constructed. In one branch it is assumed that the original value of the selected variable is correct. The original value of this selected variable is filled in into the current set of edit rules. In this way we obtain a set of edit rules for a new node in the tree. In the other branch it is assumed that the original value of the selected variable is incorrect. That is, it is assumed that the value of this variable needs to be modified. We eliminate the selected variable from the set of current edit rules to obtain a set of edit rules for a new node in the tree (for more details on the elimination method see De Waal (2002a)). The resulting set of edit rules for the new node should be satisfied by the remaining variables.

In the above manner, the entire binary tree is, in principle, generated. Some branches may, however, be cut off, because these branches: 

· would surpass the maximum allowed number of fields to be modified;

· could only generate non-optimal solutions to the error localisation problem;

· could not generate a feasible solution at all.

Such a binary tree can be generated by means of a recursive algorithm. For more details on the implemented algorithm we refer to De Waal (2002a). 
Evaluation criteria

The error localisation can be evaluated by using the evaluation criteria Chambers (2001) proposed. In his report he suggests to make a cross-tabulation for each variable j of the n cases in the data set. In the rows of this cross-tabulation, the true values Yij* and the perturbed values Yij are compared. We added a row to Chambers’ cross-tabulation that indicates the number of missing values in the perturbed data set (see Table 2.1). The editing process itself is characterised by a set of variables Eij that take the value one if the measured value Yij passes the edit rules (Yij is considered clean by the editing proces) and the value zero otherwise (Yij is considered implausible by the editing proces). Throughout the text the same terminology (e.g. clean and implausible for the editing proces) will be used as in the table.
Table 2.1: The cross-classification of n cases in the data set for each variable j.

	
	
	
	Editing proces

	
	
	
	Clean
	Implausible

	
	
	
	Eij = 1
	Eij = 0

	Perturbed 

vs

True data
	Correct
	Yij = Yij*
	naj
	nbj

	
	Incorrect
	Yij ( Yij*
	ncj
	ndj

	
	Missing
	Yij = missing
	nej = 0
	nfj 


In addition to the cross-tabulations, three error detection criteria are calculated to make comparison between variables easier (cf. Chambers, 2001). First, the value
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(1)

gives the proportion of cases where the value for variable j is incorrect, but is still judged clean by the editing process. It is an estimate of the probability that an incorrect value for variable j is not detected by the editing process. Similarly,
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(2)

is the proportion of cases where a correct value for variable j is judged as implausible by the editing process, and estimates the probability that a correct value is incorrectly identified as implausible. Finally,
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(3)

is an estimate of the probability of an incorrect outcome from the editing process for variable j, and measures the inaccuracy of the editing procedure for this variable.

A good editing procedure would be expected to achieve small values for 
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j for all p variables in the data set.

2.2 Imputation

In this section, we briefly summarise the imputation methods that were used for the ABI and EPE y3 data sets. A more complete description can be found in the methodological report which is a separate deliverable (Pannekoek, 2002). The imputation methods are applied to values that were originally missing and values that are set to missing by the error localisation procedure alike. Thus, in this section, “missing values” refers to both types of missingness.

Deductive imputation

For a number of missing values, in the ABI and EPE data sets the value can be derived unambiguously from the edit rules that are provided for these data sets. Such “deductive” imputations are performed as a first step. For the imputation of the remaining missing values the methods described below are used.

Multivariate (simultaneous) regression imputation

For some of the variables in both the ABI and the EPE data sets, a multivariate (simultaneous) regression imputation procedure is used. This procedure first calculates estimates of the covariance matrix and mean vector of the incomplete variables under consideration, using an EM-algorithm. Then, for each record, all variables with missing values are simultaneously imputed, using a regression model with the observed variables in that record as predictors. The regression model will thus vary between records (or essentially, between missing data patterns), but the parameters of each of the regression models can be obtained directly from the previously estimated mean vector and covariance matrix. 

This method can be applied within mutually exclusive subsets of the data set: the imputation classes or imputation cells. The imputation classes are defined by the categories of a categorical variable that is always observed (non-missing). If the regression parameters (or equivalently, the mean vector and covariance matrix) are substantially different between classes, the use of separate regression models for the different classes is likely to improve the accuracy of the procedure.

Hot deck methods

The regression methods are based on a linear additive model for the data. When such a model is not a realistic approximation for the data, regression imputation may give poor results. In the ABI and EPE data sets there are a number of variables with many zero values (often 50% or more). For such variables, the assumption of a linear model for a continuous dependent variable is problematic. For these variables other standard methods have been applied. 

Two more or less “standard” hot deck methods are considered. The first is a straightforward nearest neighbour strategy (within classes), in the remainder of this report referred to as “Hot deck within classes” The second is an adaptation of this method for variables that add up to a given total (such as the purchase variables in the ABI data set that add up to purtot), this method will be referred to as “Ratio Hot deck”

Hot deck within classes is a nearest neighbour hot deck method based on a distance function proposed by e.g. Little and Rubin (1987, p. 66) and also used by the GEIS software (Generalised Edit and Imputation System) of Statistics Canada (GEIS Development Team, 1998). The distance between records i and 
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where the zij (zi’j) are the values of the scaled auxiliary variables in a record i. A donor record is chosen such that the maximal absolute difference between the auxiliary variables of the donor and the receptor is minimal and the donor and receptor are in the same imputation class.

The ratio hot deck method is used for partial variables that add up to a given total. If the total is observed but some of the partial variables are missing, the difference can be calculated between total and the sum of the observed partial variables. This difference equals the sum of the missing partial variables. The sum of the missing partial variables can then be distributed over the missing partial variables using ratios obtained from a donor record. This imputation method ensures that the partial variables will add up to the total, it imputes zero values if the ratios in the donor are zero and it reduces to a deductive imputation if only one of the subtotals is missing. The donor is found by using the procedure described above, i.e. nearest neighbour within classes.

Evaluation criteria

A simple criterion that evaluates the imputations of a variable y on an aggregated level is the relative difference in means defined by:
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 denote the true value of y and the imputed value of y in record i, respectively and the summations run over the missing values only. This criterion is relevant if the primary output consists of means and totals. 

Criteria that evaluate the imputations at an individual level are suggested by Chambers (2001). Among many others, these criteria include the L1- and L2-norm, the Relative error and Pearson’s correlation coefficient defined by:
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2.3 Adjustment of imputed values

In this section we briefly describe how to ensure that an imputed record passes all specified edit rules. For a more detailed description of the methodology and the algorithm we refer to De Waal and Pannekoek (2002) and De Waal (2002b), respectively.

To ensure that imputed records satisfy all edit rules, we use a simple approach: we slightly modify the imputed values. To this end we have developed a prototype computer program called EC System. This program can handle a mix of categorical and continuous data. For each imputed record that does not satisfy all edit rules it constructs a (synthetic) record that differs only slightly from the imputed record and that does satisfy all edit rules. Original, i.e. not imputed, values in a record are not modified by EC System. EC System assumes that the imputed values can be modified such that all edit rules become satisfied. This is the case if the fields to be imputed were determined by using a system like Cherry Pie.

To compare a change in one variable to a change in another variable, non-negative weights are assigned to all variables. The higher the weight of a variable, the more serious a change in value is considered to be. Note that these weights may differ from the reliability weights used in Cherry Pie. In principle, one should also assign weights to each pair of categories of a categorical variable. These category weights measure the costs of changing one category of this pair into the other category. In the present prototype version of EC System, however, the categories of a categorical variable are numbered from 1 to its total number of categories, and the weight of changing category with number s into category with number t is given by |s – t|. In other words, in some sense it is implicitly assumed that all categorical variables are ordinal rather than nominal.

To measure how close a record is to another record, a suitable distance function has to be defined. The type of distance functions that EC System uses consist of a part involving only continuous variables plus a part involving only categorical variables. The continuous part consists of a (weighted) sum of absolute differences between the imputed values and the final values. The categorical part consists of a sum of weights, each weight corresponding to the costs of changing an imputed value to the final value. The type of distance functions that EC System uses is described in more detail in De Waal and Pannekoek (2002) and De Waal (2002b).

Minimising these distance function subject to the constraint that all edit rules become satisfied is a complicated mathematical problem. In technical terms: it is an NP-complete problem. This implies that solving this problem to optimality may require (too) much computing time and computer memory for some problem instances. Therefore, we decided not to solve the problem to optimality, but instead use a heuristic that yields a good, but possibly suboptimal, solution. Below we sketch the implemented algorithm.

For each record, the heuristic starts by filling in the values for the non-imputing fields into the set of edit rules. This results in a reduced set of edit rules that should be satisfied by the fields that have been imputed. In case no categorical variables were imputed but only continuous ones, a linear programming algorithm can be applied to minimise the distance function subject to the constraint that all edit rules become satisfied.

In case categorical variables were imputed, all variables (categorical and continuous ones) except one categorical variable are eliminated from the reduced set of edit rules using the same eliminimation technique as in Cherry Pie. This results in a set of edit rules for the remaining categorical variable. The imputed value of this variable is changed as little as possible such that the new value satisfies all edit rules for this variable. Given the new value for this variable, the value of another imputed categorical variable is modified slightly such that all edit rules for these two categorical variables become satisfied. This process continues until all edit rules that should hold for all imputed categorical variables become satisfied. Given the new values for the imputed categorical variables, a set of edit rules for the imputed continuous variables can be derived. Finally, the continuous part of the distance function is minimised subject to the constraint that the set of edit rules for the imputed continuous variables becomes satisfied. This is again done by using a linear programming algorithm.

3
UK Annual Business Inquiry

3.1 Description of the data set

The ABI data set is an annual business survey containing commonly measured continuous variables such as turnover and wages. The development data set sec197 contains 6099 records and 30 variables. A long and a short version of the questionnaire have been used in the data collection. Therefore, 1481 businesses have values on only 18 variables (the short version) and for 4618 records scores are at hand on 29 variables (the long version). 

Besides the variable formtype, pointing out which version of the questionnaire was used, three other variables are included containing neither missing values nor errors. The variables class (anonymised industrial classification), turnreg (registered turnover), and empreg (registered employment size group) are not obtained from the questionnaires but from registers. 

With the data set edit rules were provided. We reformulated them to fit Leo, the prototype version of Cherry Pie. In appendix I all edit rules in Leo’s format are listed. Two things should be noted. First, many edit rules are expressed in an if-and-then-form. The if-condition involves categorical variables and the then-condition numerical variables. Some of the given edit rules had specified numerical conditions (e.g. turnreg < 1000). The variables concerning these conditions were recoded into four new categorical variables:

Turncnd1 (value one: turnreg < 1000; value two: turnreg >= 1000);

Turncnd2 (value one: turnover <= 10; value two: turnover > 10);

Turncnd3 (value one: turnover <= 30; value two: turnover > 30); and

Emplcond (value one: employ = 0; value two: employ > 0).

Second, for each continuous variable we added a ‘positivity’ edit rule (e.g., –1*turnover=<0). These edit rules prevent Cherry Pie from choosing variables in a solution for which negative values need to be imputed. More details on edit rules can be found in De Waal (2002a) and De Waal and Pannekoek (2002).

3.2 Method

3.2.1 Description of the error localisation strategy

Detecting obvious errors

In data sets based on filled-in questionnaires obvious errors occur frequently. It is, for example, quite common that respondents mistake the unit in which financial variables should be given, resulting in unit-errors of a factor 1000, 10 or 0.1. Before simply starting the automatic editing using Cherry Pie, we tried to localise this type of errors. With the true values available, unit-errors were detected by dividing all perturbed values by their true values. When these ratios are close to 1000, 10 or 0.1, they point to unit-errors. In 191 records of the data set sec197, 1000-errors were made in all financial variables. Factor 0.1-errors and 10-errors were made only in the variable turnover in respectively 19 and 17 records. 

Next, it had to be determined how to detect these errors when no true values are available. We focussed on the variable turnover from the questionnaire for its close relationship with turnreg, the registered value of the turnover. By calculating the ratios 

perturbed turnover / turnreg







we tried to localise the unit-errors. These ratios, however, were less clear-cut than the ratios of the true and perturbed turnover. The examples in Table 3.1 make clear that it is not always easy to recognise the errors. In column six the ratio perturbed / true turnover shows where the real errors are. A value 1 points to a correct value of the perturbed turnover, while the values 0.1, 10 and 1000 point to unit-errors. 

Table 3.1: Examples of records with and without unit-errors

	Examples
	REF
	true turnover
	perturbed turnover
	turnreg
	perturbed TO / true TO
	perturbed TO / TR

	0,1-error
	6628
	9215
	921
	7350
	0,10
	0,13

	no error
	423
	200
	200
	1922
	1,00
	0,10

	10-error
	10513
	94
	941
	61
	10,01
	15,34

	no error
	17202
	5545
	5545
	500
	1,00
	11,09

	1000-error
	303
	55670
	55670229
	43894
	1000,00
	1268,29

	no error
	3997
	186399
	186399
	139
	1,00
	1341,00


It appears from records 423, 17202 and 3997 that turnreg can differ considerably from turnover, even if no unit-error was made. And then, it gets difficult to localise a real error. If the ratio perturbed turnover / turnreg approaches 0.1, 10 or 1000 it could indicate an error, but it could also be a (large) difference between the businesses’ administration and the register. 

The problem then arises how to select the erroneous records by using these ratios. Ranges of the ratios have to be chosen including as much errors as possible while excluding as much correct records as possible. For the different types of errors, the ranges displayed in Table 3.2 have been chosen. These ranges are optimal in the sense that the sum of the two types of misclassification is lowest. 

Table 3.2: Ranges of ratios and the correctness of classification

	0.1-error
	Median=0.10
	
	10-error
	Median=10.6
	
	1000-error
	Median=1063.6

	
	Range 0.09-0.11
	
	
	Range 8-12
	
	
	Range >300

	True error [image: image1.wmf]ˆ 
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	True error
	
	True error

	
	Yes
	No
	
	
	Yes
	No
	
	
	Yes
	No

	Yes
	9
	3
	
	Yes
	12
	6
	
	Yes
	187
	3

	No
	10
	6077
	
	No
	5
	6076
	
	No
	4
	5905


It is sufficient to fix the lower limit for the 1000-errors. Their ratios deviate a lot from the rest and there is hardly any overlap with the ratios from other categories. The amount of misclassifications of the 1000-errors is small, especially because two errors could never be detected given their values of zero on turnreg. For the 190 (187 true + 3 false) suspicious records with 1000-errors all financial values were corrected by dividing them by 1000. The amount of misclassifications for the 0.1 and 10-factor errors is large. And given that these errors are only made in turnover (not in the other financial variables) we decided to drop the localisation of these systematic errors. 

Selecting a solution

Preliminary analyses showed that Cherry Pie quite often gives several solutions. Imagine an error being localised in a record with the edit rule: empwag + empnioth = emptotc. To make the record consistent one can change all three variables. And these three solutions are the ones Cherry Pie gives as well. The user could choose one randomly but usually prefers to use some kind of strategy to choose the most implausible value(s).

With the ABI data set we did three experiments related to choosing solutions. The first experiment was the most straightforward; running Cherry Pie on the data set using all edit rules, thereby giving each variable the same reliability weight of 1, thus making no discrimination between the reliability of different variables. In the analysis 48 per cent of the records appeared to be inconsistent. For 31 per cent of all records a single solution was generated, while for 17 per cent multiple solutions were given. In the second experiment different reliability weights were given to the variables. The registered variables were given a weight of 1 (most reliable) the newly created conditional variables got a 0 and the remaining variables got a weight of 0,05. The differences in output between the first and the second experiment can be found in the number of solutions per inconsistent record the program generates. The effects of the weights were minor. Still, in 15 per cent of all records multiple solutions were generated. Therefore, we applied a different selection method in the third experiment. A (stratified) ratio estimator is used to impute for each variable in all weighted solutions for the inconsistent records returned by Cherry Pie. Subsequently, the sum of normalised absolute differences between the observed values and the imputed values in a record is computed. The solution that deviates most from the original values in the record is chosen as the optimal one. For more details on this selection method we refer to De Waal and Pannekoek (2002). For the evaluation of the error detection and error reduction we need a single solution for each record. Therefore, all outcomes presented in the subsection Results are from analyses using the third strategy of selecting solutions. 

Removing unwanted variables from solution

The preliminary analyses pointed to other unwanted solutions. It happened 77 times that the registered variable turnreg was a part of the solution. This could not be prevented by giving the variable a large reliability weight. We decided to do the error localisation for these records only with the fatal edit rules. Thus, only the edit rules in which partial variables add up to a total variable are used. The edit rules having turnreg or turnover as a condition are left out. This results in a less strict error localisation, but also avoids an incorrect solution. In Appendix II, all fatal edit rules are listed.

Fatal and non-fatal edit rules

During the experiments it turned out that some non-fatal edit rules were quite rigid. After the unit-errors were detected and corrected, strategy three of choosing a solution was applied and the records with turnreg in the solution were edited using only the fatal edit rules, as much as 1575 records were considered implausible by the editing process while in fact being correct following the true data. When a fatal edit rule is violated, this must be caused by a real inconsistency. A violated non-fatal edit rule can either be caused by real inconsistencies or by an ineffective edit rule regarding that record. Here we have a huge amount of implausible but in fact true records, and it is likely that the non-fatal edit rules were too powerful. It was decided to perform all further analyses twice; using all edit rules and using only the fatal edit rules. 

Localising remaining 1000-errors
Earlier we described how 1000-errors were detected and corrected using the variables turnover and turnreg. When we detected a 1000-error in turnover we changed this and all other financial variables for this record. Unfortunately, not all 1000-errors are related to turnover. A lot of 1000-errors remained in the data set. The amount of remaining 1000-errors in the corrected data set varies per variable ranging from two (capwork) to 66 (stockbeg). We hoped Cherry Pie would detect a great part of them. But the preliminary analyses showed they are not detected sufficiently. This is probably caused by two things. First, the 1000-errors usually persist in all variables that add up to a total (e.g. all purchases variables) and therefore a fatal edit rule will not detect it. Secondly, if an error is made in such an addition sum the fewest possible fields will be changed as a result of the Fellegi-Holt paradigm (Fellegi and Holt, 1976). So, only one of the series of 1000-errors will be in Cherry Pie’s solution. 

Preliminary imputation results showed a large effect of the 1000-errors on the quality of the imputations. When using these values considered ‘clean’ as donor values in a hot deck imputation or as values to estimate parameters in a regression imputation, the consequence is an overestimation of the values to be imputed.

Usually, 1000-errors can be detected by comparing a companies responses to questionnaires from previous years. In this experiment, these are not available. 1000-errors also can be detected by using registered variables such as turnreg. However, since the unit-errors are not always made in all (financial) values of a record but sometimes only in particular addition sums, localisation with the registered values was not satisfactory for all values. Therefore, we choose a rather ad hoc solution for the problem of the remaining 1000-errors. 

After the localisation of errors by Cherry Pie, the data set was split up into 10 strata based on turnreg (turnreg<=1000; 1000<turnreg<=10000 and turnreg>10000), empreg (2 categories: empreg<=2 and empreg>2) and formtype (2 categories). For each stratum the median was calculated. All values larger than 1000 times the median of the records’ stratum were set to missing and thus need to be imputed. This bring us to three sorts of values to be imputed; the remaining 1000-errors (the 1000-errors detected before were corrected immediately), the automatically localised errors and the missing values. 

Definite error localisation strategy

For the error localisation of the ABI data set alternative strategies can be applied. In Table 3.3 an overview is given of all experiments we performed with Cherry Pie. The localisation of the remaining errors using the medians of different strata can be added to all strategies in the table.  

Table 3.3: an overview of all automatic error localisation experiments with the ABI data set

	
	With 1000-errors
	Without 1000-errors

	
	All edit rules
	Fatal edit rules
	All edit rules
	Fatal edit rules

	Reliability weights  1
	Multiple solutions
	Multiple solutions 
	Multiple solutions
	Multiple solutions

	Reliability weights 0/0,05/1
	Multiple solutions
	Multiple solutions
	Multiple solutions
	Multiple solutions

	Reliability weights 0/0,05/1 & choosing most deviating solution with temporarily imputed values 
	Single solution
	Single solution
	Single solution

- keep turnreg in solution

- solutions with turnreg are only edited with fatal edit rules (I)
	Single solution (II)




The two bold-printed experiments gave the most satisfying results. To do them, the following steps must be taken:

1) Detect and correct the obvious 1000-errors

2) Prepare the data set for Cherry Pie, translate all edit rules, make the weights-file and the impute-file 

3) Run Cherry Pie which automatically chooses the most deviating solution

4) Find solutions with turnreg in it and run Cherry Pie with only the fatal edit rules on these records

5) Organise all output of Cherry Pie 

6) Localise the remaining 1000-errors and put them to missing 

Differences between strategy I and II can be found in step 2 (only the fatal edit rules will be used) and step 4 (the problem of turnreg in a solution does not exist because of the use of only fatal edit rules). The results of these two experiments will be described below.
3.2.2 Description of the imputation strategy

Table 3.4 shows which of the imputation methods described in the Section on imputation methods are applied to which variables. 

Table 3.4: Imputation methods applied to the variables of ABI data set sec197(y3).

	
	Imputation method

	Applied to variables

	1
	Deductive
	empwag, empnioth, emptotc, purenoth, puresale, purhire, purins, purtrans, purtele, purcomp, 
puradv, purothse, purothal, 
purtot, taxrates, taxothe, taxtot

	2
	Multivariate regression
	turnover, employ, stockbeg, 
stockend, purtot, 
puresale, emptotc, taxtot

	3
	Ratio hot deck
	empwag, empnioth, purenoth, purhire,
purins, purtrans, purtele, purcomp, puradv, purothse, purothal, taxrates, taxothe

	4
	Hot deck within classes
	assacq, assdisp, capwork


Method 2, 3 and 4 are all applied within classes. The classes are those suggested by ISTAT (Di Zio, Guarnera and Luzi, 2002). Three classes are defined as follows: (1) turnreg < 1000, (2) turnreg ( 1000 and empreg (3 , (3) turnreg ( 1000 and empreg (3. In addition, formtype is also used as a  classification variable such that the resulting number of classes is 6 for variables that are on both forms and 3 for variables that are only part of either the long form or the short form. Further details of the application of each imputation method are given below.

Deductive imputation: most of the edit rules supplied for these data sets specify that some partial variables should add up to a corresponding total variable. Such “balance” edit rules can easily be employed for deductive imputation. In particular, the following edit rules are used for this purpose.

for sec197(y3), long questionnaire

emptotc=empwag+empnioth





(3.1)

purtot=purenoth+puredale+purhire+purins+purtrans+purtele+purcomp

+puradv+purothse






(3.2)

taxtot=taxrates+taxothe






(3.3)

for sec197(y3), short questionnaire

purtot=puresale+purothal






(3.4)
If only a single variable in an edit rule is missing, it can be derived from the other (non-missing) variables by the edit rule. Also, if the total variable has a zero value all missing variables are set to zero.

Multivariate regression imputation: Apart from the 8 variables with missing values listed in Table 3.4, the register variable turnreg is also included since it contains no missing values and it is likely to be a good predictor for the other variables. 

Ratio hot deck: The distance function described in Section 2.2 is based on the variables turnreg and empreg as well as on the relevant total variable, i.e. emptotc for variables on the right hand side of (3.1), purtot for variables on the right hand side of (3.2) and (3.4) and taxtot for variables on the right hand side of (3.3)

Hot deck within classes: The distance function described in Section 2.2 is based only on the variables turnreg and empreg in this case.

3.3 Results

3.3.1 Results for the error localisation

The results of the first step in the error localisation, detecting and correcting 1000-errors, are discussed earlier. Using the criterium of perturbed turnover /  turnreg > 300 for localising 1000-errors in turnover (and all other financial variables), 190 records were changed. 187 records were corrected justifiably. Next, Cherry Pie used all edit rules (strategy I) and the fatal edit rules (strategy II) to localise other errors. In strategy I, turnreg appeared 77 times in a solution and these records were judged with the fatal edit rules only. Table 3.5 gives the outcomes on record-level for records for the two strategies. The output of Cherry Pie is compared to the true data.  

Table 3.5: results of the error localisation of Cherry Pie following strategy I and II. The results are presented on records level.

	
	Strategy I
	Strategy II

	
	Yij is clean 
	Yij is implausible 
	Total
	Yij is clean 
	Yij is implausible 
	Total

	Yij = 
[image: image16.wmf]  

Y

ij

*


	2752
	1575
	4327
	4327
	0
	4327

	Yij ( 
[image: image17.wmf]  

Y

ij

*


	428
	1344
	1772
	907
	865
	1772

	Total
	3180
	2919
	6099
	5234
	865
	6099


In strategy I, 1344 erroneous records are detected. However, 1575 records are judged as implausible but are in fact correct. This is probably caused by too stringent edit rules. The total of the (bold printed) erroneous decisions is 2003 records. For strategy II, far less misclassifications are made in the error localisation (907 records). This is mainly caused by the fact that no records are judged implausible while actually being correct. The disadvantage of having fewer edit rules is that less errors are detected. 

It should be noted that detecting an erroneous records includes the records with missing values. Thus 1772 records contain errors and/or missings. Errors appear in 1404 records and missing values in 570 records. The overlap is 202 (records with missing values and errors). 

The results on variable level are presented following the cross tabulation of subsection 2.1. Table 3.6 shows the number of correct and incorrect judgements of Cherry Pie. As can be seen in columns nej and nfj, all missing values are detected. Column nbj and ncj show the amount of incorrect judgements. It happens very frequently that values are found to be incorrect, while they are correct according to the true data. In the variables turnover, emptot, purothse, taxtot and employ this happens often. And, these variables form the main part of the non-fatal edit rules. Despite these results, the beta’s are low due to the large number of correct values, also judged as correct. The alpha’s are quite high. This points to a large proportion of undetected errors. It seems that both some edit rules are not powerful enough to detect errors and some edit rules (the non-fatal  ones) are too stringent to judge correct values as such. The delta’s give the overall picture of misclassifications. Varying from 0.013 (empwag) to 0.158 (emptot), the results of the error localisation in general can be called reasonable.

Table 3.6: results of the error localisation of Cherry Pie following strategy I for each variable. 
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Capwork
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Employ
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Turnreg
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no errors
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Empreg
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Table 3.7 presents the results of strategy II, the error localisation with only the fatal edit rules. The missing values are all detected and no differences between Tables 3.6 and 3.7 exist in column nej and nfj. The main differences can be found in column nbj and ndj. Less values are judged as incorrect while being correct (nbj) and less incorrect values are judged as implausible (ndj). The latter can easily explained by the fact that in this strategy less edit rules apply to the data set. The values in column nbj are remarkable. With only fatal edit rules, a record judged as inconsistent must always be incorrect. So, one would expect only non-zero values in the column nbj. But clearly, not always the right solution is chosen for making the record consistent again. So, we sometimes choose to change correct values instead of the true errors to make the record consistent. The table also shows unsatisfactory results for stockbeg, stockend, assacq, assdisp and capwork. Not a single error has been localised, simply explained by the fact that no edit rules bear on these variables.

The alpha’s are high, pointing to a lot of undetected errors. Conversely, the beta’s are low, showing that little values are incorrectly judged as correct. The delta’s vary from 0.008 (employ) to 0,095 (purtot) and the smaller proportions of misclassifications seem to point to better results than those of strategy I.


Table 3.7: results of the error localisation of Cherry Pie following strategy II for each variable. 
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Results for the imputation

Results of the application of the imputation methods to the development data set sec197(y3) with implausible fields set to missing and missing values, are displayed in Table 3.8 (strategy I: error localisation with all edit rules) and Table 3.9 (Strategy II: error localisation with fatal edit rules). These tables contain true means for the imputed values (mean true), the means for the imputed values (mean imp), the relative difference in means between these two means (rdm1), and the number of imputations (n imp). Also, the true means of the non-imputed values (true mean non-imp), the means for the non-imputed values (mean non-imp) and the number for non-imputed values (n non-imp) can be found. The tables also give the true means for all values (true mean all) and the means of all edited values (imp mean all) and their relative difference in means (rdm2). The evaluation criteria L1, L2, Relative error and r for both strategies are listed in appendix III and IV.

From Table 3.8 it follows that the imputation strategy performs very different for the different variables. An inspection of the relative difference in means between the mean value of the imputations (mean imp) with the true means for the imputed values (mean true), gives rdm1 scores varying from values as small as 0.02 (purins, stockbeg) to values up to 57.51 (purothal). Some results are poor compared to the imputation results with the y2 data set (see Pannekoek and Van Veller, 2002). This can partly be explained by an imperfect error localisation. In the y2 data sets, all observed values are reliable. Here, errors may exist in the non-imputed fields. And, these values can be used in the hot deck imputation or for the estimation of parameters in the regression imputation. The columns true mean non-imp and mean non-imp show that for some variables large differences exist between the mean and the true mean of the non-imputed values. This sometimes coincides with high rdm1’s (cf. purothal). In the column rdm2 we can see the overall effect of the imputations for all values for each variable. For two variables, taxothe and purothal this difference score exceeds 1. Imputation here has a large effect on the total means of the variables. With a rdm1 of –0.03 and a rdm2 of 0.00 the imputation of turnover satisfies. This is probably caused by the preliminary correction of the 1000-errors. It is difficult to relate the imputation methods to the quality of imputation results. The variables with the lowest imputation quality are often deductively imputed. But sometimes deduction works fine. And also the results for the regression imputations vary per variable. 

Table 3.8: results of the imputation of each variable following strategy I 
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In Table 3.9 we present the results of the imputations of the data set after following error localisation strategy II. In the results for the error localisation we could already see that a lot of errors remain in the data set after running Cherry Pie with only the fatal edit rules. Not surprisingly, the imputation results for strategy II are of a lesser quality than those for strategy I. No less then six variables have rdm1 higher than 10. Emptotc, purhire, purtele, puradv, purothese and purothal have rdm1’s ranging from 44.92 to 75.87. The number of imputations is far less than in strategy I. However, the imputations have a large effect on the relative difference in means of all values (rdm2). As much as 6 variables have values higher than 1. For purtele, purothese, purothal, taxothe, stockend and stockbeg the effects on the total means are substantial. The imputation of turnover is with an rdm1 of –0.15 and a rdm2 of 0.00 good. As in strategy I, it is difficult to relate a imputation method to the quality of the imputations. The deductive imputation of the purchases variables often gives unsufficient results. But the regression imputations of taxtot (rdm1 = 4.78) and emptotc (rdm1 = 51.68) are of a low quality as well.


Table 3.9: results of the imputation of each variable following strategy II
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3.4
Discussion

The quality of the (automatic) error localisation of the ABI data set depends on the strategy used. It is proven important to localise and correct the unit-errors. We only used turnreg for finding this type of errors in only the financial variables. Other ways of localising more unit-errors could be thought of. For example, often researchers have data from previous years. These values could be used to check if this years values are plausible. Furthermore, it seems important how we choose the optimal solutions from the ones Cherry Pie generates. With good edit rules, the program detects implausible records easily. But, it frequently happens we choose the wrong values as the implausible ones. That is, we decide to set a correct values to missing and leave the incorrect values in the record. Assigning reliability weights is not sufficient for two reasons. First, not always one optimal solution can be chosen. And second, the variation in solution is too small, because the variables with the low weights will always be chosen. Alternatives such as the ratio estimator provides one solution. Other alternatives should be tested.

The most important conclusion is that the quality of the automatic error localisation greatly depends on the quality of the edit rules. Our first experiment with all edit rules gave insufficient results because some non-fatal edit rules were too powerful. Too much correct records were considered implausible by Cherry Pie. However, the second experiment with only the fatal edit rules showed that a lot of errors remain in the data. It seems that a middle course should be adopted with both fatal and less powerful non-fatal edit rules. With data from previous years, sets of edit rules should be tested.

The quality of the imputations depend on the quality of the error localisation. Therefore, the evaluation criteria used for the y2 data sets should be used with more caution in these experiments. The imputation results for the y3 data set seem poor compared to the results with the y2 data set. This is probably caused by the quality of the error localisation. And this could interact with the imputation method used. The results for the deductively imputed variables are on average worse than those for the regression imputed variables. The first type of variables are usually the partial variables that add up to a total. And for the concerning fatal edit rules it happens more often that the wrong solution is chosen. This could influence the quality of the deductive imputation. For the evaluation of the imputation method as it is, we think it is better to check the results of the y2 imputations. Here, we only can conclude that the quality of imputations depends in different ways upon the results of the error localisation.

4
EPE data
4.1 Description of the data set

The EPE data set consists of information on expenditure related to environmental issues. The data are the responses to an environmental questionnaire plus additional general business questions, distributed to enterprises in Switzerland in 1993. For the development experiments the data sets exp93a(y3) and revealeda are used. The second mentioned data set contains the true values for 200 of the records in data set exp93a(y3) that contains both missing values and errors. When a definite error localisation and imputation strategy has been determined, this will be applied in the evaluation experiment on data set exp93na(y3). This data set contains 1039 perturbed records. The quality of the developed editing strategy will be evaluated following the evaluation criteria results provided by the ONS. A description of these results can be found in Statistics Netherlands (2002). In this Section, you will find the methods and the results for the development experiments.

The data sets contain 71 variables. The aggregate variable, exp93, encodes whether a record has a non-zero or zero total expenditure or did not answer the question regarding expenditure. The boolean variables netinv, curexp, subsid and receipts encode whether the enterprises had any investments, current expenditures, subsidies or receipts in 1993. These five categorical variables need to accord with the 54 continuous variables related to investments (24), expenditures (18), subsidies (6) and receipts (6). In Tables 4.1, 4.2, 4.3 and 4.4 (cf. Pannekoek & Van Veller, 2002) it is shown how these continuous variables are subject to edit rules. For each table, a column with partial variables (e.g. eopinvwp, pininvwp and othinvwp in Table 4.1) has to add up to a subtotal variable (e.g. totinvwp in Table 4.1) and corresponds with an edit rule (e.g. edit rule (4.1) in Table 4.1). A row with partial variables (e.g. eopinvwp, eopinvwm, eopinvap, eopinvnp and eopinvot in Table 4.1) has to add up to a subtotal variable (e.g. eopinvtot in Table 4.1) and corresponds with another edit rule (e.g. edit rule (4.6) in Table 4.1). All partial variables, all column subtotal variables or all row subtotal variables have to add up to a total variable (e.g. totinvtot in Table 4.1). This is indicated in the tables by ( (sum of column totals; e.g. edit rule (4.9) in Table 4.1), ( (sum of row totals; e.g. edit rule (4.10) in table 4.1) and T (sum of partial variables; e.g. edit rule (4.11) in Table 4.1).

Table 4.1: Edit rules that apply to investments for data set exp93na(y3).

	Investments
	Water protection
	Waste treatment
	Air protection
	Noise protection
	Other
	(Sub)total

	End of pipe
	eopinvwp
	eopinvwm
	eopinvap
	eopinvnp
	eopinvot
	eopinvtot

(4.6)

	Process integrated
	pininvwp
	pininvwm
	pininvap
	pininvnp
	pininvot
	pininvtot

(4.7)

	Other
	othinvwp
	othinvwm
	othinvap
	othinvnp
	othinvot
	othinvtot

(4.8)

	(Sub)total
	totinvwp 

(4.1) 
	totinvwm

(4.2)
	totinvap

(4.3)
	totinvnp

(4.4)
	totinvot

(4.5)
	totinvtot

(4.9)   ( (4.10) ( (4.11) T


Table 4.2: Edit rules that apply to expenditures for data set exp93na(y3).

	Expenditures
	Water protection
	Waste treatment
	Air protection
	Noise protection
	Other
	(Sub)total

	Current expenditures
	curexpwp
	curexpwm
	curexpap
	curexpnp
	curexpot
	curexptot

(4.17)

	Taxes
	taxexpwp
	taxexpwm
	taxexpap
	taxexpnp
	taxexpot
	taxexptot

(4.18)

	(Sub)total
	totexpwp

(4.12)
	totexpwm

(4.13)
	totexpap

(4.14)
	totexpnp

(4.15)
	totexpot

(4.16)
	totexptot

(4.19) ( (4.20) ( (4.21) T


Table 4.3: Edit rules that apply to subsidies for data set exp93na(y3).

	Subsidies
	Water protection
	Waste treatment
	Air protection
	Noise protection
	Other
	Total

	Total
	subwp
	subwm
	subap
	subnp
	Subot
	subtot

(4.22) (


Table 4.4: Edit rules that apply to receipts for data set exp93na(y3).

	Receipts
	Water protection
	Waste treatment
	Air protection
	Noise protection
	Other
	Total

	Total
	recwp
	recwm
	recap
	recnp
	recot
	rectot

(4.23) (


Besides these continuous variables, the booleans and exp93, several categorical variables (e.g. act, deliv and lang) appear in the data set. No edit rules deal with these variables, so only the few missing values can be localised. Besides the variable emp (number of employees), the categorical variables did not require any imputation and missing values were left blank.
4.2 Methods

4.2.1 Description of the error localisation strategy

When one looks at the descriptives of the 200 true and perturbed records a remarkable difference appears. The four boolean variables (netinv, curexp, subsid and receipts) have far more times the values ‘1’ than ‘0’ in the perturbed data set compared to the true values. For example, it follows from the true data that 99 enterprises did not had any investments (netinv=0), while 101 did (netinv=1). Conversely, only two enterprises responded to have no investments in the perturbed data set, compared to 198 enterprises who did have investments. It turned out that an influential systematic error had been made which can be related to the value of variable exp93. 

The error localisation program Cherry Pie is capable of handling categorical and continuous data simultaneously. Therefore, all given edit rules, either related to continuous or categorical variables, were used to find erroneous values. Although Cherry Pie could handle the task it took a huge amount of time (up to ten minutes per record) to find one or more solutions for a record containing errors and/or missing values. Because of this, it was decided to use only the edit rules related to the continuous variables in the error localisation process. The errors in the four boolean variables and in exp93 would be changed post hoc, on the basis of the totals totinvtot, totexptot, subtot and rectot. A positive side effect of this strategy is that it also improves the quality of the imputations. Usually, imputations take place on the basis of the consistent records only. Putting aside the boolean variables with their large number of errors, gives far more consistent records (considering only the continuous variables). So, estimations for regression parameters are more reliable or a better donor record can be found.  

The descriptives also showed that besides the errors in the boolean variables, only a small amount of presumably random errors appeared in the perturbed data set. Therefore, all variables were given the same weight and thus Cherry Pie’s selection between solutions is only made on the basis of the Fellegi-Holt paradigm.

Cherry Pie’s input are a data file and two files with respectively the edit rules and the weights. The preparation of the data file and the weights-file is quite straightforward. Setting up the edit rules, however, can be difficult. More information about the format of the edit rules can be found in De Waal (2002). In Appendix V the edit rules for the EPE data set, translated in the format of Cherry Pie, are given. Cherry Pie’s output consists of three files: the true records, the inconsistent but solved records and the inconsistent and unsolved records. 

Two problems emerged after running the program. Firstly, for some records several optimal solutions are given by Cherry Pie. Because only a single solution can be imputed we must choose one. In case of the EPE  data it concerned only seven records and selection was performed manually. First the number of solutions per record was reduced by excluding ones with a larger number of (sub)totals. We assume with this that responses on (sub)totals are more reliable than responses on their parts. From the remaining solutions one was randomly drawn, thereby becoming the definite solution to be imputed later.

The second problem concerned the large amount of time it takes Cherry Pie to find a solution for records with a lot of errors. These records slowed down the program so much that we fixed the maximum number of errors to be found on six. The output file with the inconsistent and unsolved records gives the very erroneous records. For these records error localisation is done twice with two sets of half the edit rules. The solutions of these analyses are combined. In case of several optimal solutions a definite solution is decided upon by the selection process described earlier. This problem concerned only one record in the development data set with 200 records.

All in all, the definite error localisation strategy to be applied to the 200 records consists of the following steps:

1) Prepare the data set for Cherry Pie and translate the edit rules

2) Run Cherry Pie

3) Randomly select a definite solution for the records with several optimal solutions

4) Split up the data set for very erroneous records and again following step 2) and 3) for the two sets of half the edit rules

5) Organise the output of Cherry Pie 

4.2.2 Description of the imputation strategy

As a part of workpackage 5.1 standard imputation methods have been tested on the EPE  data (see Pannekoek & Van Veller, 2002). In this evaluation we simply adopt the methods that were found to be best. Necessarily, we had to add some steps to the imputation strategy because of the inclusion of errors in the data sets prepared for WP 4.1.  

Pannekoek and Van Veller impute the EPE data set according to the following steps:

1) Deductive imputation of all continuous variables following the edit rules (which can be found in Tables 4.1 to 4.4 or in Appendix III)

2) Multivariate regression imputation of the totals of each of the tables, that is totinvtot, totexptot, subtot and rectot.

3) Hot deck using ratios for all subtotals and the partial variables of the subsidies and receipts (see Table 3 and 4).

A minor change in this imputation strategy can be found in the multivariate regression phase. Often, total scores have a value zero, pointing to no investments, expenditures, subsidies or receipts. If such a total is missing it is better to impute the zero than to apply regression imputation analysis. In workpackage 5.1 we used the four boolean variables to deduce the total variable. In the y3 data set, however, the booleans are quite unreliable. As an alternative we tried to find out if the total variable should have a zero or a non-zero value, e.g. by checking if any partial variable has a non-zero value. In a (few) cases the this could not be detected and here, regression imputation was used anyway. With this detour, multivariate regression imputation can be applied as planned.

Two additional steps must be added to the original imputation strategy. First, the imputations are checked with EC System. This program makes minor changes to imputed values in order to make the record perfectly consistent with the edit rules (see Section 3.2). With EC System these inconsistencies can be ironed out. Second, the values of the four boolean variables and exp93 need to be checked and changed. On the basis of the total variables totintvot, totexptot, subtot and rectot the boolean values (resp. netinv, curexp, subsid, receipts) can be deduced. And, on the basis of netinv and curexp we can check the correctness of the value on exp93; if netinv and curexp have a value 0, exp93 must be 2 or 3, otherwise exp93 must have a value 1 or 3.

Summarising, two steps can be added to Pannekoek and Van Vellers imputation strategy:

4) Use of EC System to make all records consistent with the edit rules.

5) Deduction of the variables netinv, curexp, subsid, receipts and exp93.

4.3 Results

4.3.1
Results for the error localisation 

The definite strategy for the error localisation in the EPE data set, as applied to the 200 training records, yields the results as presented in Tables 4.5 and 4.6. The tables must be interpreted following the cross-tabulation as described earlier (see Methods-Section, Table 2.1). In Table 4.5, one can find the results of the error localisation as produced by Cherry Pie. This analysis concerned only the edit rules related to the continuous variables. Cherry Pie always localises the missing values, even if no edit rule concerns the particular variable. Therefore, the missing values of deliv, act and lang appear in some solutions as well. Because due to the lack of edit rules no real error localisation has taken place for these and other background variables, most cells were kept empty for these variables. 

Regarding the continuous variables, strikingly few errors appear in the perturbed data set (see column ncj and ndj). So, few errors can be detected as well (column ndj). The missing values (column nej and nfj) are all detected, because in the column of undetected missing values (nej) only zero’s appear. Following the alpha’s it can be seen that in case variables contain errors, less than half of them are detected. The small values of the beta’s show that few values are wrongfully marked as implausible. The delta’s give the proportion of all erroneous decisions for the error localisation. Varying from 0 tot 0,024, it can be seen that at most 2,4 percent of the decisions per variable in this error localisation phase is incorrect.

In Table 4.6 the results of the deduction of the boolean variables and exp93 can be found. Clearly, this is not a real error localisation, but we can check whether the modified values are correct. The rationale of the evaluation is the same: mark the values that need to be changed on the basis of their (imputed) continuous total variables and decide if these changes are justifiable when one compares them with the perturbed and true values. No missing values appear in these five variables, so nej and nfj are left out.

As seen before, the perturbed data set contains a huge amount of errors in the boolean variables (columns ncj and ndj). And, except for one error in curexp, all are localised. In four cases we wrongfully mark a correct value for a boolean as implausible. The values of the delta’s vary from zero to 0,01 proving that the deduction is quite successful. In the variable exp93 no errors were present in these 200 records. Yet, for the evaluation experiments deduction from netinv and curexp will take place.


Table 4.5: results of the error localisation for all variables expect the boolean and exp93.
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Table 4.6: results of the ‘error localisation’ of the variables netinv, curexp, subsid, receipts and exp93.

	 
	naj
	nbj
	ncj
	ndj
	 
	 
	 

	 
	True: correct
	True: correct
	True: incorrect
	True: incorrect
	
	
	

	 
	CP: clean
	CP: implausible
	CP: clean
	CP: implausible
	alpha
	beta
	delta

	exp93
	200
	0
	0
	0
	no err
	0
	0

	netinv
	97
	2
	0
	101
	0
	0,020
	0,01

	curexp
	123
	0
	1
	76
	0,013
	0
	0,005

	subsid
	125
	0
	0
	75
	0
	0
	0

	receipts
	123
	2
	0
	75
	0
	0,016
	0,01


4.4.2 Results for the imputation 

Results of the imputation of the EPE-data set will be described in the final version of this report.

4.4 Discussion

As soon as the results of the imputation experiments are described, a discussion of the error localisation and imputation experiments will follow.

5 
Conclusions

The steps that need to be taken in the editing and imputation strategies developed in our experiments are numerous. First, we did some statistical and logical checks. For the ABI data set we tried to detect unit-errors. For the EPE data set we found out that a lot of logical errors were made in the categorical variables exp93 and the booleans netinv, curexp, subsid, and receipts. Also, a check on ranges of values of variables and non-negative values should be done through the analysis of the descriptives. These analyses can influence the strategy for the automatic error localisation, as they did for the EPE data.

In the second step two things seem to be of importance. In the first place it is essential which edit rules one uses. For the ABI data set we concluded that some non-fatal edit rules were too powerful and therefore a lot of correct records were considered implausible by the automatic editing process. The quality of the process greatly depends upon the quality of the edit rules. In the second place, an optimal solution must be selected from the ones given by Cherry Pie. For the EPE data we choose one solution randomly. For the ABI data less arbitrary strategies were tested. More experiments are needed to find a conclusive selection method.

The development of the imputation strategies is described in an different development report. Here we only want to stress that the quality of imputations greatly depends on the quality of the error localisation. For several imputation methods clean values are used to impute missing or implausible fields. If those clean values actually are incorrect, it could results in inaccurate imputations. The consistent imputation through EC System was not tested explicitly in our experiments. From other experiments not described here, the method appears to work quite well.

All in all, in applying standard (automatic) editing and imputation techniques a lot of choices must be made on the basis of preliminary experiments. For each dataset is has to be decided which strategy to use. When an optimal strategy has been found, the methods can be quite successful.
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Appendix I: All edit rules for the ABI data (Leo)

[1*taxtot-0.25*turnover=<-1];

[1*stockbeg-1*turnover=<0];

[1*stockend-1*turnover=<0];

[1*assacq-1*turnover=<0];

[1*assdisp-1*turnover=<0];

(turncnd1=1)+[1*turnreg=<999];

(turncnd1=2)+[-1*turnreg=<-1000];

(emplcond=1)+[1*employ=0];

(emplcond=2)+[-1*employ=<-1];

(turncnd2=1)+[1*turnover=<10];

(turncnd2=2)+[-1*turnover=<-11];

(turncnd3=1)+[1*turnover=<30];

(turncnd3=2)+[-1*turnover=<-31];

(turncnd1=2)+[1*turnreg-2*turnover=<0];

(turncnd1=2)+[1*turnover-2*turnreg=<0];

(turncnd1=1)+[1*turnreg-20*turnover=<0];

(turncnd1=1)+[1*turnover-2*turnreg=<0];

(emplcond=2)+[4*employ-1*emptotc=<0];

(emplcond=2)+[1*emptotc-60*employ=<0];

(emplcond=1)+[1*emptotc=<30];

(emplcond=2)+[-1*emptotc=<-1];

(formtype=1)+[1*empwag+1*empnioth-1*emptotc=0];

(formtype=1)+[1*purenoth+1*puresale+1*purhire+1*purins+1*purtrans+1*purtele+1*purcomp+1*puradv+1*purothse-1*purtot=0];

(formtype=2)+[1*puresale+1*purothal-1*purtot=0];

(turncnd2=2)+[-1*purtot=<-1];

(turncnd2=2)*(formtype=1)+[-1*purothse=<-1];

(turncnd3=2)+[-1*taxtot=<-1];

(formtype=1)+[1*taxrates+1*taxothe-1*taxtot=0];

(formtype=1)+[1*purothse-0.3*purtot=<0];

[-1*turnover=<0];

(formtype=1)+[-1*empwag=<0];

(formtype=1)+[-1*empnioth=<0];

[-1*emptotc=<0];

(formtype=1)+[-1*purenoth=<0];

[-1*puresale=<0];

(formtype=1)+[-1*purhire=<0];

(formtype=1)+[-1*purins=<0];

(formtype=1)+[-1*purtrans=<0];

(formtype=1)+[-1*purtele=<0];

(formtype=1)+[-1*purcomp=<0];

(formtype=1)+[-1*puradv=<0];

(formtype=1)+[-1*purothse=<0];

(formtype=2)+[-1*purothal=<0];

[-1*purtot=<0];

(formtype=1)+[-1*taxrates=<0];

(formtype=1)+[-1*taxothe=<0];

[-1*taxtot=<0];

[-1*employ=<0];

[-1*turnreg=<0];

Appendix II: Fatal edit rules for the ABI data (Leo)

(formtype=1)+[1*empwag+1*empnioth-1*emptotc=0];

(formtype=1)+[1*purenoth+1*puresale+1*purhire+1*purins+1*purtrans+1*purtele+1*purcomp+1*puradv+1*purothse-1*purtot=0];

(formtype=2)+[1*puresale+1*purothal-1*purtot=0];

(formtype=1)+[1*taxrates+1*taxothe-1*taxtot=0];

[-1*turnover=<0];

(formtype=1)+[-1*empwag=<0];

(formtype=1)+[-1*empnioth=<0];

[-1*emptotc=<0];

(formtype=1)+[-1*purenoth=<0];

[-1*puresale=<0];

(formtype=1)+[-1*purhire=<0];

(formtype=1)+[-1*purins=<0];

(formtype=1)+[-1*purtrans=<0];

(formtype=1)+[-1*purtele=<0];

(formtype=1)+[-1*purcomp=<0];

(formtype=1)+[-1*puradv=<0];

(formtype=1)+[-1*purothse=<0];

(formtype=2)+[-1*purothal=<0];

[-1*purtot=<0];

(formtype=1)+[-1*taxrates=<0];

(formtype=1)+[-1*taxothe=<0];

[-1*taxtot=<0];

[-1*employ=<0];

[-1*turnreg=<0];

Appendix III: Evaluation criteria results for the imputation of the ABI data set, strategy I
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Appendix IV: Evaluation criteria results for the imputation of the ABI data set, strategy II



Appendix V: Edit rules for the EPE data (Cherry Pie)

1 * einvwp >= 0;

1 * einvwm >= 0;

1 * einvap >= 0;

1 * einvnp >= 0;

1 * pinvwp >= 0;

1 * pinvwm >= 0;

1 * pinvap >= 0;

1 * pinvnp >= 0;

1 * oinvwp >= 0;

1 * oinvwm >= 0;

1 * oinvap >= 0;

1 * oinvnp >= 0;

1 * totinvwp >= 0;

1 * totinvwm >= 0;

1 * totinvap >= 0;

1 * totinvnp >= 0;

1 * einvot >= 0;

1 * einvtot >= 0;

1 * pinvot >= 0;

1 * pinvtot >= 0;

1 * oinvot >= 0;

1 * oinvtot >= 0;

1 * totinvot >= 0;

1 * totinvto >= 0;

1 * curexpwp >= 0;

1 * curexpwm >= 0;

1 * curexpap >= 0;

1 * curexpnp >= 0;

1 * curexpot >= 0;

1 * curexptot >= 0;

1 * taxexpwp >= 0;

1 * taxexpwm >= 0;

1 * taxexpap >= 0;

1 * taxexpnp >= 0;

1 * taxexpot >= 0;

1 * taxexptot >= 0;

1 * totexpwp >= 0;

1 * totexpwm >= 0;

1 * totexpap >= 0;

1 * totexpnp >= 0;

1 * totexpot >= 0;

1 * totexpto >= 0;

1 * subwp >= 0;

1 * subwm >= 0;

1 * subap >= 0;

1 * subnp >= 0;

1 * subot >= 0;

1 * subtot >= 0;

1 * recwp >= 0;

1 * recwm >= 0;

1 * recap >= 0;

1 * recnp >= 0;

1 * recot >= 0;

1 * rectot >= 0;

1 * totinvwp + -1 * einvwp + -1 * pinvwp + -1 * oinvwp = 0;

1 * totinvwm + -1 * einvwm + -1 * pinvwm + -1 * oinvwm = 0;

1 * totinvap + -1 * einvap + -1 * pinvap + -1 * oinvap = 0;

1 * totinvnp + -1 * einvnp + -1 * pinvnp + -1 * oinvnp = 0;

1 * totinvot + -1 * einvot + -1 * pinvot + -1 * oinvot = 0;

1 * einvtot + -1 * einvwp + -1 * einvwm + -1 * einvap + -1 * einvnp + -1 * einvot = 0;

1 * pinvtot + -1 * pinvwp + -1 * pinvwm + -1 * pinvap + -1 * pinvnp + -1 * pinvot = 0;

1 * oinvtot + -1 * oinvwp + -1 * oinvwm + -1 * oinvap + -1 * oinvnp + -1 * oinvot = 0;

1 * totinvto + -1 * totinvwp + -1 * totinvwm + -1 * totinvap + -1 * totinvnp + -1 * totinvot = 0;

1 * totinvto + -1 * einvtot + -1 * pinvtot + -1 * oinvtot = 0;

1 * totexpwp + -1 * curexpwp + -1 * taxexpwp = 0;

1 * totexpwm + -1 * curexpwm + -1 * taxexpwm = 0;

1 * totexpap + -1 * curexpap + -1 * taxexpap = 0;

1 * totexpnp + -1 * curexpnp + -1 * taxexpnp = 0;

1 * totexpot + -1 * curexpot + -1 * taxexpot = 0;

1 * curexptot + -1 * curexpwp + -1 * curexpwm + -1 * curexpap + -1 * curexpnp + -1 * curexpot = 0;

1 * taxexptot + -1 * taxexpwp + -1 * taxexpwm + -1 * taxexpap + -1 * taxexpnp + -1 * taxexpot = 0;

1 * totexpto + -1 * totexpwp + -1 * totexpwm + -1 * totexpap + -1 * totexpnp  + -1 * totexpot = 0;

1 * totexpto + -1 * curexptot + -1 * taxexptot = 0;

1 * subtot + -1 * subwp + -1 * subwm + -1 * subap + -1 * subnp + -1 * subot = 0;

1 * rectot + -1 * recwp + -1 * recwm + -1 * recap + -1 * recnp + -1 * recot = 0;
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