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Summary
In order to automate the data editing process the so-called error localisation problem, i.e. the problem of identifying the erroneous fields in an erroneous record, has to be solved. At Statistics Netherlands an algorithm for solving the error localisation problem for mixed data, i.e. a combination of continuous and categorical data, has recently been developed as part of the EUREDIT project. This algorithm is based on constructing a binary tree, and subsequently searching this tree for optimal solutions to the error localisation problem. In the present paper we provide a mathematical description of the algorithm, and rigorously prove that the algorithm determines all optimal solutions to the error localisation problem.

1 Introduction

An important problem that has to be solved in order to automate the data editing process is the so-called error localisation problem, i.e. the problem of identifying the erroneous fields in an erroneous record. Fellegi and Holt (1976) describe a paradigm for identifying errors in a record automatically. According to this paradigm the data of a record should be made to satisfy all edits by changing the values of the fewest possible number of variables. In due course the original Fellegi-Holt paradigm has been generalised to: the data of a record should be made to satisfy all edits by changing the values of the variables with the smallest possible sum of reliability (or confidence) weights. A reliability weight of a variable is a non-negative number that expresses the reliability of the values of this variable. A high reliability weight corresponds to a variable of which the values are considered trustworthy, a low reliability weight to a variable of which the values are considered not so trustworthy. 

Fellegi and Holt (1976) also describe a method for solving the error localisation problem automatically, using their paradigm. The method is based on the generation of so-called implicit, or implied, edits. These implicit edits are logically implied by the explicitly specified edits. After the set of all implicit edits has been determined it is fairly straightforward to solve the error localisation problem. For each faulty record one begins by determining the violated (explicit and implicit) edits. Now any set of variables that covers the violated edits, i.e. any set of variables such that in each violated record at least one variable from this set is involved, can be imputed consistently, i.e. such that all edits become satisfied. According to the (generalised) paradigm of Fellegi and Holt the set of variables with the minimum sum of reliability weights among the sets of variables that cover the violated edits should be selected for imputation. A drawback of the method of Fellegi and Holt is that there may be extremely many implied edits. In such a case the method may be impractical to use.

In the present paper we consider the error localisation problem for mixed data, i.e. a combination of categorical (discrete) and numerical (continuous) data. Section 2 gives a mathematical description of this problem. 

In Quere and De Waal (2000) an algorithm for solving the problem is described. This algorithm is based on constructing a binary tree, and subsequently searching this tree for optimal solutions to the error localisation problem. The algorithm uses implied edits, just like the Fellegi-Holt method. We give a mathematical description of this algorithm in Section 3.

Section 4 illustrates the algorithm by means of an example. In Section 5 we prove that the algorithm is correct and terminates after a finite number of steps. This proof is taken from De Waal (2000). Finally, Section 6 focuses on some computational aspects of the algorithm.

2 The error localisation problem for mixed data

In this section we give a mathematical formulation of the error localisation problem for mixed data. We start by introducing some notation and terminology. We denote the categorical variables by 
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 (i=1,…,m) and the continuous variables by 
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 (i=1,…,n). For categorical data we denote the domain, i.e. the set of the possible values, of variable i by 

. We assume that every edit 

 (j=1,...,J) is written in the following form: edit 

 is satisfied by a record 
[image: image3.wmf])

,

,

,

,

,

(

1

1

n

m

x

x

v

v

K

K

 if the following statement holds true:
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where 
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 denotes either “(” or “=”. 

All edits given by (2.1) have to be satisfied simultaneously. We assume that the edits can indeed be satisfied simultaneously.

The condition after the IF-statement, i.e. 
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 for all i=1,…,m, is called the IF-condition of the edit. The condition after the THEN-statement, i.e. 
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, is called the THEN-condition. If the IF-condition does not hold true, the edit is always satisfied, irrespective of the values of the continuous variables. 

A categorical variable 
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 given by (2.1) if 
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 is strictly contained in the domain of variable i. That edit is then said to be involved with this categorical variable. A continuous variable 
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 is said to enter the THEN-condition of edit 

 given by (2.1) if 
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We assume that none of the values of the variables entering the edits may be missing. That is, we assume that for each variable entering the edits a value has to be filled in. Any field for which the value is missing is hence considered to be erroneous.

The set in the THEN-condition of (2.1) may be the empty set or the entire n-dimensional real vector space. If the set in the THEN-condition of (2.1) is the entire n-dimensional real vector space, then the edit is always satisfied. Such an edit may be discarded. If the set in the THEN-condition of (2.1) is empty, then the edit is failed by any record for which the IF-condition holds true, i.e. for any record for which 
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 in (2.1) may be the empty set or equal to 

.

For each record 
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 in the data set that is to be edited automatically we now have to determine a synthetic record 
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 such that (2.1) becomes satisfied for all edits j=1,…,J and such that 
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is minimised. Here 

 is the reliability weight of variable i, 
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. The variables of which the values in the synthetic record differ from the original values together form an optimal solution to the error localisation problem.

Note that the above formulation is a mathematical formulation of the generalised Fellegi-Holt paradigm. Note also that there may be several optimal solutions to a specific instance of the error localisation problem. Our aim is to find all these optimal solutions.

3 The algorithm

In this section we give a mathematical description of our algorithm for solving the error localisation problem. We first assume that no values are missing. The basic idea of the algorithm is then that a binary tree is constructed. In each node of this tree a variable is selected that has not yet been selected in any predecessor node. If all variables have already been selected in a predecessor node, we have reached a terminal node of the tree. 

After selection of a variable two branches are constructed: in one branch the selected variable is fixed to its original value, in the other branch the selected variable is eliminated from the set of current edits. In each branch the current set of edits is updated. A variable that has either been fixed or eliminated is said to have been treated. In our algorithm all continuous variables are selected before any categorical variable is selected. 

Fixing a variable to its original value corresponds to temporarily assuming that this original value is correct, eliminating a variable from the set of current edits corresponds to temporarily assuming that the original value of this variable is incorrect and has to be modified.

Updating the set of current edits is the most important step in the algorithm. How the set of edits has to be updated depends on whether the selected variable was fixed or eliminated, and also on whether this variable was categorical or continuous.

Fixing a variable, either continuous or categorical, to its value is easy. We simply substitute this value in all current edits. Note that, given that we fix this variable to its original value, the new set of current edits is a set of implied edits for the remaining variables in the tree, i.e. the remaining variables have to satisfy the new set of edits. As a result of fixing the selected variable to its value some edits may become always satisfied, e.g. when a categorical variable is fixed to a value such that the IF-condition of an edit can never become true anymore. These edits may be discarded from the new set of edits. Conversely, some edits may become violated. In such a case this branch of the binary tree can never result in a solution to the error localisation problem.

Eliminating a variable is a relatively complicated process. It amounts to generating a set of implied edits that do not involve this variable. That set of implied edits becomes the current set of edits corresponding to the current branch of the tree. 

If a continuous variable is to be eliminated, we basically apply Fourier-Motzkin elimination (see Duffin, 1974; Quere, 2000; Quere and De Waal, 2000) to eliminate that variable from the set of edits. Some care has to be taken in order to ensure that the IF-conditions of the resulting edits are correctly defined. 

In particular, if we want to eliminate a continuous variable 
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 from the current set of edits, we start by copying all edits not involving this continuous variable from the current set of edits to the new set of edits. 

Next, we consider all edits in format (2.1) involving 
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 pair-wise. Suppose we consider the following pair of edits:
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and

IF
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(3.2)

We start by checking whether the intersection of the IF-conditions is non-empty, i.e. whether the intersections 
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 are non-empty for all i=1,…,m. If any of these intersections is empty, we do not have to consider this pair of edits anymore. So, suppose that all intersections are non-empty. 

We now construct an implied edit. If the THEN-condition of (3.1) is an equality, we use the equality 
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to eliminate 
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 from the THEN-condition of (3.2). Similarly, if the THEN-condition of (3.1) is an inequality and the THEN-condition of (3.2) is an equality, the equality in (3.2) is used to eliminate 
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If the THEN-conditions of both (3.1) and (3.2) are inequalities, we check whether the coefficients of 
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 in those inequalities have opposite signs. That is, we check whether 
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If that is not the case, we do not consider this pair of edits anymore. If the coefficients do have opposite signs, we generate the THEN-condition:
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where
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and
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Note that 
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 indeed does not enter the resulting THEN-condition.

This is the THEN-condition of a new implied edit. The IF-condition of this implied edit is given by the intersections 
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 for all i=1,…,m.

Note that if we eliminate a continuous variable in any of the ways described above, the resulting set of edits is, given that we allow the eliminated variable to attain any possible value, a set of implied edits for the remaining variables in the tree. That is, this resulting set of edits has to be satisfied by the remaining variables in the tree, given that the eliminated variable may in principle take any real value.

Repeatedly applying the above elimination process until all continuous variables have been eliminated results in a THEN-condition that is either true, e.g. “1 ( 0”, or a THEN-condition that is false, e.g. “0 ( 1”.

Categorical variables are only treated, i.e. fixed or eliminated, once all continuous variables have been treated. So, once the categorical variables may be selected the edits in current set of edits all have the following form:
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(3.7)

To eliminate categorical variable 
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 from the set of edits given by (3.7), we start by copying all edits not involving this variable to the set of implied edits.

Next, we basically apply the method of Fellegi and Holt to the IF-conditions to generate the IF-conditions of the implied edits (see Fellegi and Holt, 1976; Daalmans, 2000). In the terminology of Fellegi and Holt, field 
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 is selected as the generated field. We start by determining all index sets S such that
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and
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for all i=1,…,r-1,r+1,…,m.



(3.9)

From these index sets we select the minimal ones, i.e. the index sets S that obey (3.8) and (3.9), but none of their subsets obey (3.8).

Given such a minimal index set we construct the implied edit given by

IF
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Note that if we eliminate a categorical variable in the way described above the resulting set of edits is, given that we allow the eliminated variable to attain any possible value in its domain, a set of implied edits for the remaining variables in the tree. That is, this resulting set of edits has to be satisfied by the remaining variables in the tree, given that the eliminated variable may in principle take any value in its domain.

In case values are missing in the original record, the corresponding variables only have to be eliminated (and not fixed) from the set of edits, because these variables always have to be imputed. At precisely what moment the variables with missing variables are eliminated is not important for obtaining all optimal solutions to the error localisation problem as long as all continuous variables are treated before any categorical variable is. However, a natural choice is to treat the variables in the following order:

· eliminate all continuous variables with missing values;

· fix or eliminate the remaining continuous variables;

· eliminate all categorical variables with missing values;

· fix or eliminate the remaining categorical variables.

After all categorical variables have been treated we are left with a set of relations without any unknowns. This set of relations may be the empty set. These relations may either be contradictions or not. A contradicting relation is given by

IF
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In case the set of relations is empty, it does not contain any contradictions. The relations contain no contradictions if and only if the variables that have been eliminated in order to reach the corresponding terminal node of the tree can be imputed consistently, i.e. such that all original edits can be satisfied. This statement is proved in Section 5.

In the algorithm we check for each terminal node of the tree whether the variables that have been eliminated in order to reach this node can be imputed consistently. Of all sets of variables that can be imputed consistently we select the ones with the lowest sums of reliability weights. In this way we find all optimal solutions to the error localisation problem.

The algorithm described in this section is a so-called branch-and-bound algorithm. In a branch-and-bound algorithm a tree is constructed and bounds on the objective function are to used cut off branches of the tree. In Section 6 we briefly describe these bounds and explain how branches can be cut off from our tree.

4 Example 

In this section we illustrate the idea of the algorithm presented in the previous section by means of an example. This example is similar to an example given in Quere and De Waal (2000). We will not build the entire tree, because this would take too much space and would hardly teach us anything. Instead we will only generate one branch of the tree. 

Suppose we have to edit a data set containing four categorical variables 
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 (i=1,…,4) and three continuous variables 
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 (i=1,…,3). The domains of the first two categorical variables are {1,2}, and of the last two categorical variables {1,2,3}. The set of explicit edits is given below.
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IF (
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IF (
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IF (
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IF (
[image: image69.wmf]}

3

,

1

{

3

Î

v

) THEN 
[image: image70.wmf]0

1250

3

1

=

-

x

x






(4.9)
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Here, if a categorical variable is not mentioned in an IF-condition, this variable may take any value. For instance, edit (4.1) actually means
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where 
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 is the domain of categorical variable i.

Now, suppose that a record with values 
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 is to be edited. Edits (4.1) and (4.10) are failed, so this record is inconsistent. We apply the algorithm described in the previous section and start by selecting a continuous variable, say 
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For instance, if we combine (4.4) and (4.7), we first take the intersection of their IF-conditions. This intersection if given by “
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The complete set of resulting (implicit) edits is given by (4.13) and:
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and (4.1), (4.2), (4.3), (4.5) and (4.6).

Note that some of the generated edits may be completely useless. For instance, implicit edit (4.17) is less strong than, is dominated by, edit (4.13). If edit (4.13) is satisfied, then automatically edit (4.17) is satisfied. 

We select another continuous variable, say 
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, and again construct two branches: one branch where 
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 is fixed to its original value 3050, and one branch where 
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 is eliminated from the current set of edits. Here we only consider the first branch and fix 
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 to its original value. As a result, some of the current edits may become satisfied. Those edits can be discarded. In this case, e.g., edit (4.13) becomes satisfied and is discarded from the current branch of the tree. Some other edits may become violated. In such a case the current branch of the tree cannot lead to a solution to the error localisation problem. In our example none of the edits becomes violated.

The resulting set of implicit edits obtained by fixing 
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 to its original value is given by:
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and (4.1), (4.2), (4.3) and (4.14). Edit (4.22) arises from edit (4.5) by substituting 3050 for 
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. The resulting numerical THEN-condition is failed.

We select the final continuous variable, 
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, and split the tree into two branches: one where 
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 is fixed to its original value and one where it is eliminated. Here we only consider the branch where 
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 is fixed to its original value, 90000. Again some of the edits become satisfied and are discarded. None of the edits become violated in our case. The resulting set of implicit edits is given by:
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and (4.1), (4.2), (4.3) and (4.22). Edit (4.29) arises from edit (4.26) by substituting 90000 for 
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. The resulting numerical THEN-condition is failed.

All continuous variables have now been treated, either by fixing or by eliminating. We see that the current set of edits is given by the purely categorical explicit edits supplemented with categorical edits that have been generated when the continuous variables were treated. We now treat the categorical variables. We select a categorical variable, say 
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[image: image156.wmf]1

v

 is fixed to its original value and a branch where it is eliminated. We only consider the branch where 
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and (4.2), (4.22) and (4.29). 

We select a categorical variable, say 
[image: image160.wmf]2
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. Fixing and eliminating this variable again results in two branches. We only consider the branch where 
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 is fixed to its original value, 2. We obtain only two implicit edits, namely (4.22) and (4.30).

Again, we select a categorical variable, say 
[image: image162.wmf]3

v

. Fixing and eliminating this variable again results in two branches. We only consider the branch where 
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 is fixed to its original value, 2. The resulting set of implicit edits is empty.

This implies that the set of original, explicit edits can be satisfied by changing the values of 
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, and fixing the other variables to their original values. In other words, a solution to the error localisation problem for this record is given by: change the values of 
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. It is easy to check that the resulting record indeed satisfies all explicit edits. 

The other branches of the tree, which we have skipped, also need to be examined, because it is possible that they contain a better solution to the error localisation problem. By examining all branches of the tree one can arrive at all optimal solutions to the error localisation problem for the record under consideration.

5 An optimality proof

In this section we prove that the algorithm described in Section 3 indeed finds all optimal solutions to the error localisation problem. We do this in three steps. We start by showing that if the variables that have been eliminated in order to reach a certain node can be imputed in such a way that the set of edits corresponding to this node become satisfied, the variables that have been eliminated in order to reach the parent node can also be imputed in such a way that the set of edits corresponding to that parent node become satisfied. Using this result we show that if and only if the set of relations between numbers in a terminal node do not contradict each other, we can impute the variables that have been eliminated in order to reach this terminal node consistently, i.e. such that the original edits become satisfied. The final step consists of noticing that the terminal nodes correspond to all potential solutions of the error localisation problem, and hence that the algorithm indeed determines all optimal solutions to the error localisation problem. Steps 2 and 3 are trivial once the first step has been proved.

The proof of the first step is similar to the proof of Theorem 1 in Fellegi and Holt (1976). The main differences are our edits are more general than the edits considered by Fellegi and Holt, and that Fellegi and Holt assume that the so-called complete set of (explicit and implied) edits has been generated.

Theorem 5.1. Suppose the set of variables in a certain node is given by 
[image: image170.wmf]0

T

, and the current set of edits corresponding to that node by 
[image: image171.wmf]0

W

. Suppose furthermore that a certain variable r is either fixed or eliminated. Denote the set of resulting variables by 
[image: image172.wmf]1

T

 and the set of edits corresponding to the next node by 
[image: image173.wmf]1

W

. Then there exist values 
[image: image174.wmf]0

i

u

 for the variables in 
[image: image175.wmf]1

T

 that satisfy the edits in 
[image: image176.wmf]1

W

 if and only if there exists a value 
[image: image177.wmf]0

r

u

 for variable r such that the values 
[image: image178.wmf]0

i

u

 for the variables in 
[image: image179.wmf]0

T

 satisfy the edits in 
[image: image180.wmf]0

W

.

Proof. 
It is easy to verify that if there exist values 
[image: image181.wmf]0

i

u

 for the variables in 
[image: image182.wmf]0

T

 that satisfy the edits in 
[image: image183.wmf]0

W

 then the same values (except the value of the variable that is fixed or eliminated) automatically satisfy the edits 
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It is a bit more work to prove the other part of the proof. We have to distinguish between several cases. First, let us suppose that the selected variable is fixed. This is a trivial case. It is clear that if there exist values 
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Let us now suppose that a categorical variable r has been eliminated. Suppose that there exist values 
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 of variable r. The index set of these failed edits need not be a minimal one. We therefore remove some of these failed edits such that the corresponding index set S becomes minimal. We then construct the implied edit given by (3.10).

Edit (3.10) is an element of 
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Finally, let us suppose that a continuous variable r has been eliminated. Suppose that there exist values 
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It remains to prove that if the edits in 
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. As a result, we obtain a number of constraints of the following types for the value of the selected variable r:
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Constraint (5.1) has been obtained from an edit k in 
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 of which the THEN-condition can be written in the following form
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by filling in the values 
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. Similarly, constraints (5.2) and (5.3) have been obtained from edits in 
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 of which the THEN-conditions can be written in the following forms
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respectively, by filling in the values 
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If the constraints given by (5.1) to (5.3) do not contradict each other, we can find a value for variable r such that this value plus the values 
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So, suppose the constraints given by (5.1) contradict each other. These constraints can only contradict each other if there are constraints s and t given by
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In case 1 constraints s and t have been derived from edits in 
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 of which the THEN-conditions are equalities. The IF-conditions of these edits have a non-empty intersection, because both edits are triggered when we fill in the values 
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 if we eliminate variable r. The THEN-condition of this implied edit can be written as
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where we have used (5.4).

Filling in the values 
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. This contradicts the assumption that these values satisfy all edits in 
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, and we conclude that the constraints given by (5.1) cannot contradict each other.

For cases 2, 3 and 4 we can show in a similar manner that we would be able to construct a failed implied edit in 
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. This contradicts the assumption that the values 
[image: image268.wmf]0

i

u

 for the variables in 
[image: image269.wmf]1

T

 satisfy all edits in 
[image: image270.wmf]1

W

, and we conclude that the constraints given by (5.1) to (5.3) cannot contradict each other. 

In turn this allows us to conclude that a value for variable r exists such that this value plus the values 
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 satisfy the edits in 
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. This concludes the proof of Theorem 5.1.
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Theorem 5.2. The set of edits corresponding to a terminal node, i.e. a set of relations involving only numbers, is consistent if and only if the variables that have been eliminated in order to reach this terminal node can be imputed in such a way that the original set of edits becomes satisfied.

Proof. This follows directly from a repeated application of Theorem 5.1.

(
Theorem 5.3. The algorithm determines all optimal solutions to the error localisation problem.

Proof. The terminal nodes of the tree correspond to all possible combinations of fixing and eliminating variables. So, according to Theorem 5.2 above, the algorithm checks which of all possible sets of variables can be imputed consistently. The algorithm simply selects all optimal sets of variables that can be imputed consistently from all possible sets. So, we can conclude that the algorithm finds all optimal solutions to the error localisation problem.
(
6 Some computational aspects of the algorithm

We have demonstrated in Section 5 that the developed algorithm, which is described in Section 3, determines all optimal solutions to the error localisation problem for mixed data. At first sight, however, the developed algorithm may seem rather slow because an extremely large binary tree has to be generated to find all optimal solutions, even for moderately sized problems. Fortunately, the situation is not nearly as bad as it may seem.

6.1 Reducing the size of the tree

First of all, if the minimum number of fields that have to be changed in order to make a record pass all edits is too large, the record should not be edited automatically. The quality of such a record is simply too low to allow for automatic correction. Such a record should either be edited manually, or be discarded completely. By specifying an upper bound for the number of fields that may be changed, the size of the tree can drastically be reduced.

To illustrate the effect of the total number of variables m + n and the upper bound 
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 for the number fields that may be changed on the maximum size of the generated tree, we calculate the total number of nodes, both internal ones and terminal ones, in such a binary tree. Denote the number of nodes in a tree involving t variables where at most s variables may be eliminated by 
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with boundary conditions
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and
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After some puzzling we can find that the solution to this recurrence relation and boundary conditions is
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(6.4)

Some numerical results to illustrate the behaviour of this function are given in the table below.

Table 6.1: Total number of nodes in binary tree
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1,485
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m + n = 20
231
1,561
82,159
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m + n = 50
1,326
22,151
2.06(106
6.42(1010
2.25(1015

m + n = 100
5,151
171,801
1.35(109
1.80(1014
2.54(1030

Note that for a large tree a very substantial part of the tree may be cut off by specifying an upper bound for the number of fields that may be changed.

The size of the tree can also be reduced during the execution of the algorithm, because it may already become clear in an intermediate node of the tree that the corresponding terminal nodes cannot generate an optimal solution to the problem. For instance, by fixing the wrong variables we may make the set of edits infeasible. This may be noticed in an intermediate node. 

6.2 Using the value of the objective function as an incumbent

The value of the objective function can also be used as an incumbent in order to reduce the size of the tree. This value cannot decrease while going down the tree. So, if the value of the objective function exceeds the value of an already found (possibly suboptimal) solution, we can again conclude that the corresponding terminal nodes cannot generate an optimal solution to the problem. In other words, the value of the best already found solution is used as the bound in our branch-and-bound scheme. During execution of the algorithm the bound is updated. 

6.3 The number of edits due to elimination of a continuous variable

One might suspect that the number of implied edits grows rapidly. Fortunately, this is not the case in most practical situations. In fact, it is quite simple to calculate an upper bound on the number of edits after elimination of a variable if we have only continuous data. Let the total number of current edits be given by t. Suppose the variable to be eliminated occurs in s of those edits. We denote the number of remaining edits by u, i.e. u=t-s. 

In case the variable to be eliminated is involved in an equality the number of edits after elimination is given by: t-s (number of current edits not involving the variable under consideration) plus s-1 (the equality is used to eliminate the variable under consideration, and simultaneously reduce the number of edits by one), i.e. t-1. In other words, the total number of edits decreases by one.

In case the variable under consideration is only involved in inequalities, the number of new edits results is given by pq, where p is the number of inequalities that can be written as an upper bound on the value of the variable under consideration and q the number of inequalities that can be written as an lower bound. If u is even, the worst-case is given by p=q=u/2. If u is odd, the worst-case is given by p=(u+1)/2 and q=(u-1)/2, or vice versa. The maximum increase in the total number of edits due to elimination is hence given by: 
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Table 6.2 below shows the maximum increase in number of edits due to elimination of a continuous variable for several values of u.

Table 6.2: The maximum increase in number of edits due to elimination of a continuous variable.

u
Increase in number of edits

1
-1

2
-1

3
-1

4
0

5
1

6
3

7
5

8
8

9
11

10
15

20
80

50
575

100
2400

For high values of u, the maximum increase in number of edits due to elimination of a continuous variable grows quickly. In most practical applications, however, the number of times that a variable is involved in edits is rather low on the average. For a variable it is quite exceptional to be involved in six or more edits, let alone exclusively in six or more inequalities and none equalities. This means that the number of edits does not, or hardly, grows for most practical applications.

Assuming the natural probability model that, given that the variable to be eliminated is involved in a certain inequality, it is equally likely that this inequality provides an upper bound on the variable’s value as it is likely that the inequality provides an lower bound, we can also calculate the expected increase due to elimination of a continuous variable. Using the same notation as above, this expected increase, given that the variable under consideration is only involved in inequalities, is given by
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Table 6.3 below shows the expected increase in number of edits, given that the variable under consideration is only involved in inequalities, due to elimination of a continuous variable for the same values of u as in Table 6.2.

Table 6.3: The expected increase in number of edits due to elimination of a continuous variable.

u
Expected increase in number of edits

1
-1

2
-1.5

3
-1.5

4
-1

5
0

6
1.5

7
3.5

8
6

9
9

10
12.5

20
75

50
562.5

100
2375

The values in Table 6.3 are quite close to the values in Table 6.2, demonstrating that the “average”, i.e. expected, case is quite close to the worst-case. However, as we already remarked when discussing Table 6.2, in practice variables are unlikely to occur in many inequalities. Table 6.3 shows that as long as variables on the average occur in at most five inequalities, the number of edits can on the average be expected to decrease while eliminating continuous variables. If a variable occurs in six inequalities, the number of edits can be expected to increase slightly due to elimination of this variable.

6.4 Using good branching rules

Because the size of the tree, and hence the computation time of the algorithm, can be influenced by the order in which the variables are treated, this order is very important in practice. For purely categorical data Daalmans (2000) has tested several orders in which to treat the variables, namely:

a) select the variable that has not yet been eliminated and that appears first;

b) select a variable that has not yet been eliminated and that is involved in the largest number of failed edits;

c) select a variable that has not yet been eliminated and that is involved in the smallest number of failed edits;

d) select a variable that has not yet been eliminated, that is involved in the largest number of satisfied edits, and that is involved in at least one failed edit;

e) select a variable that has not yet been eliminated, that is involved in the smallest number of satisfied edits, and that is involved in at least one failed edit;

Although the “best” overall order could not be identified, Daalmans’ work suggests that order d is a good order in practice. In Daalmans’ implementations of the branch-and-bound algorithms, selected variables are first fixed and later eliminated. 
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