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1 Introduction

In this report we illustrate an application of the EM- algorithm to the problem of the imputation of missing values in an economic survey. In particular we describe the application of the method to the ABI (Annual Business Inquiry) evaluation data set, provided by the ONS. The report is structured as follows: in section 2.1 we describe the EM-algorithm in general as a parameter estimate tool in presence of missing values (2.1.1) and its application as an imputation method (2.1.2); section 2.2 concerns the experiment and includes a description of the evaluation data-set (2.2.1), a technical summary (2.2.1.1), a detailed illustration of the imputation strategy (2.2.1.2) and the results (2.2.1.3); finally in section 3 the conclusions are presented with a brief discussion of the results. 

2 Method: Imputation using the EM-algorithm
2.1 Description of the method 

EM algorithm is a powerful tool for estimating distribution parameters in presence of missing data. Under a specified super-population model and ignorability assumption, all the relevant information about the parameters is contained in the observed data likelihood L(|Yobs). Unfortunately the maximization of this likelihood with respect to theta is a quite difficult task, since, except in few cases, no analytical solution can be found and a special computational tool is required. EM provides such a tool treating an incomplete-data problem by repeatedly applying standard complete-data methods. The method is based on the following simple scheme: “fill in” the missing data Ymiss based on an initial estimate of  (expectation step), re-estimate  based on Yobs and the filled-in Ymiss (maximization step) and iterate until the estimates converge. Dempster, Laird and Rubin (1) formalised the meaning of “filling in the missing values” and presented EM in rigorous manner. In the following we give a description of the method as presented in Shafer (2).

The distribution of the complete data Y can be factored as:

P(Y|) = P(Yobs|) P(Ymiss| Yobs).

Taking logarithms yields:

l( |Y) = l( | Yobs) + log P(Ymiss| Yobs)

where the l.h.s. denotes the complete-data loglikehood, while the first term of the r.h.s. the observed-data loglikehood. The last term, which we shall call the predictive distribution of the missing data given , plays a central role in EM  because it captures the interdependence between Ymiss and . Because Ymiss  is unknown we cannot calculate this term, so instead we take its average over the predictive distribution  P(Ymiss| Yobs(t)), where (t) is a preliminary estimate of the unknown parameter. This averaging yields:

Q( |(t)) = l( | Yobs) + H( |(t))

where: 

Q( |(t)) =   
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l( |Y) P(Ymiss| Yobs(t))dYmiss
H( |(t)) = 
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 log P(Ymiss| Yobs) P(Ymiss| Yobs(t))dYmiss

If we let (t+1) be the value of  that maximizes Q( |(t)),  then (t+1)  is a better estimate than (t)  in the sense that:

l((t+1) | Yobs) ≥ l((t)| Yobs)
The last result suggests an iterative scheme consisting of the two following steps:

1) the Expectation or E-step in which the function Q( |(t)) is calculated  by averaging the complete-data likehood l( | Y) over  P(Ymiss| Yobs(t));

2) the Maximization or M-step, in which is found by maximizing Q( |(t)).

This procedure defines a sequence {(t) :  t =1, 2,…} that in well behaved problems converges to the (unique) maximum-likelihood estimate of  , the maximizer of  l()| Yobs).

It follows that, in general, the t-th E-step doesn’t necessarily correspond to replacing the missing data Ymiss with their expected values E(Ymiss | Yobs(t)) . In particular when the complete-data distribution belongs to the regular exponential family (e.g. the normal distribution), the E-step consists of averaging the complete-data  sufficient statistics T(Y) over P(Ymiss| Yobs(t)) and the M-step reduces to solving the moment equations, where the realized value of T(Y) is replaced by its expectation value computed in the E-step.

In the context of imputation of missing values and finite population estimates, a multivariate super – population model can be assumed and the estimates 
[image: image3.wmf]q

ˆ

 of its parameters, obtained by the EM algorithm, can be used in order to perform simultaneous model based imputations. In the case of continuous variables, this can be done in two different ways: 

1) imputing each missing value with its “best prediction” E(Ymiss | Yobs, 
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), that is with its expected value given the observed data and the estimated parameters. 

2) imputing with random residuals, that is filling in the  missing  data Ymiss by drawing from the distribution P(Ymiss | Yobs, 
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).  

Obviously, if the data is to be used for estimates other than population totals or means, the latter approach should be chosen, in order to better reproduce the observed variability of the data. 

EM imputations are very simple to perform and generally are not time consuming. However, the problem with EM imputations of continuous variables is the choice of the model: since software generally offer imputations based on the multi-normal model, real applications often need transformation of variables or “ad hoc” procedures able to take into account mathematical relationships between variables (like balance edits) or semi-continuous variables (for example distributions with a proportion of zero values).  

A natural extension of a model based single imputation is Multiple Imputation that allows to assess the estimates’ variance due to the non-response mechanism and the random imputations. Therefore, once a multivariate model has been chosen, the Data Augmentation rather than the EM algorithm should be used in order to obtain estimates based on multiply imputed data sets.

2.2 Evaluation

2.2.1 Data set

The data set to be imputed is Sec198(y2), resulting from the ABI survey 1998 and relating to a specific economic sector (n=6233). The data set doesn’t contain any error but only simulated missing values. 

No experiment has been made on data-sets containing both error and missing values. In fact, in absence of any error localization procedure, a model-based imputation method propagates errors from the explanatory variables to the imputed ones even if the parameters of the model have been estimated in a “robust” way.

The two data sets used for “training” are the following, referring to 1997 (n=6099) :

1. Sec197(y2) with simulated missing values;

2. Sec197(true) with true values;

Each record refers to an enterprise identified by the ref field and is provided with the following completely observed administrative variables: class (industrial classification), empreg (class of employees) and turnreg (registered turnover). 

A further variable (formtype) indicates if the enterprise was given a long form (formtype =1) or a short form (formtype =2), the latter only asking for summary information. Reported sampling weights (weight) refer to the entire set of enterprises and should be used for estimates on summary information only. 

Variables collected in both short and long form questionnaires are five summary information variables (Turnover, Purtot, Taxtot, Emptotc, Employ) as well as two secondary variables summing up to Purtot (Purothal, Puresale).  Actually Purothal is collected in the short-form questionnaire only, while on long-form units this variable had to be calculated as the sum of several secondary variables.

While some differences can be found in the detailed long form variables, summary information variables are the same in both surveys (1997 and 1998). Furthermore, contrary to detailed variables, summary information variables are not constrained by compatibility rules.

2.2.1.1 Technical summary

The application ran on a Personal Computer Pentium III. The software used was SAS for Windows, in particular:

1)  SAS-macro developed by Paul.D.Allison – University of Pennsylvania, available on web http://www.ssc.upenn.edu/allison.  This software provides maximum likelihood estimates of the mean and covariance matrix for incomplete multivariate normal data using the EM algorithm and allows to impute missing values drawing from the residual distribution with parameters estimated by EM.

2) ad-hoc SAS code for pre/post data processing

3) ad-hoc SAS code for the evaluation of different imputation models based on the 97 data sets 

2.2.1.2 Imputation

Specifically, the imputation strategy included the following steps: 

1) imputation of all missing values which can be determined univocally by some balance edit.

2) imputation of the residual missing values in the five summary information variables using the EM-algorithm on all records. 

3) imputation of the residual missing values in puresale e purothal  using the EM-algorithm on all records conditionally on the previously imputed five summary variables

4) for long-form only: imputation of the residual missing values using the EM-algorithm conditionally on the so far imputed values

Exploratory data analysis, performed by using the SAS INSIGHT tool, suggested the following decisions regarding the multi-normal model to be used in the three EM imputation steps: 

1) Use of logarithmic transformations in order to obtain approximately normal distributions

2) Use of two separate models for small and large enterprises (Turnreg >/< 1000)

3) Use of completely observed auxiliary variables (Turnreg, Weight).

Further, when tested on the ‘97 “training” data, this model reproduced the original mean values better than the models which did not make use of each of these options. For each model the application has been repeated 10 times in order to filter out the noise.     

2.2.1.3 Results

Despite of the relatively high number of variables involved, the algorithm converged for both strata in all three EM imputation steps. As expected, evaluation statistics show a better performance of the first two EM imputation steps, where the chosen model is more likely to fit the observed data.  In particular, analysing the five main summary variables, correlation coefficients between true and imputed data are generally high (>0.85) and corresponding Kolmogorov-Smirnov statistics generally low (<0.25). However, the slopes of the regression line of imputed versus original values are not always near one in these variables, ranging from 0.59 to 1.00. The quality indicators are listed below.

	
	turnover
	emptotc
	puresale
	purtot
	taxtot
	employ
	purhire
	purins

	Slope
	0,832505
	0,849016
	0,601945
	1
	0,587338
	0,699641
	0,405913
	

	t-val
	-5474,845506
	-35,6912
	-184,939
	115,5802
	-85,8852
	-111,26
	-1339,51
	

	mse  
	315442997,8
	671117,7
	2,98E+09
	1,23E+08
	61068
	242649,9
	262146,9
	

	R^2  
	0,991202
	0,849706
	0,117611
	0,980563
	0,881128
	0,933958
	0,040203
	

	dL1  
	269,527131
	29,4653
	302,568
	35,93108
	6,240775
	5,232012
	5,301671
	1,277555

	dL2  
	6766,71774
	155,0643
	11167,76
	1743,407
	35,00088
	59,31062
	94,91044
	10,227597

	dLinf
	15069,4575
	403,1419
	29419,84
	3901,434
	81,6741
	128,1031
	122,7948
	14,406739

	K-S  
	0,094887
	0,142758
	0,060881
	0,037714
	0,207152
	0,205422
	0,564653
	0,179891

	K-S_1
	0,000252
	0,000654
	0,000163
	0,000009
	0,000432
	0,000368
	0,000336
	0,000233

	K-S_2
	0
	0,000008
	0,000001
	0
	0,000006
	0,000006
	0,000024
	0,00001

	M_1  
	95,367591
	8,038452
	56,36413
	29,1627
	1,559249
	0,599258
	2,254768
	0,231133

	M_2  
	415078123
	31598,42
	6200753
	21139410
	1554,427
	12281,15
	8631,997
	420,960604

	MSE
	19104,29111
	201,2125
	8564,96
	10350,41
	3,002211
	2,063016
	0,578475
	0,030694


	
	empwag
	empni
	empens
	empred
	puren
	purcoth

	Slope
	1,023334
	0,815539
	
	
	0,117096
	0,000077

	t-val
	1808,358425
	-838,18
	
	
	-7146,79
	-6793,85

	mse  
	30426,66911
	3090,761
	
	
	165960,2
	1601627

	R^2  
	0,999956
	0,999227
	
	
	0,607188
	0,00009

	dL1  
	6,165885
	5,654767
	11,80469
	1,577678
	24,64638
	71,60883

	dL2  
	114,133185
	90,06879
	171,7369
	35,32624
	700,9617
	582,091

	dLinf
	202,334731
	133,2383
	260,1208
	51,44571
	1183,525
	1035,876

	K-S  
	0,070662
	0,159747
	0,275835
	0,387411
	0,148066
	0,264116

	K-S_1
	0,000848
	0,001139
	0,00141
	0,000238
	0,000114
	0,003132

	K-S_2
	0,000001
	0,000005
	0,000005
	0,000006
	0,000003
	0,000136

	m_1  
	2,498868
	5,025802
	6,217194
	1,364959
	20,11674
	6,995867

	m_2  
	1078508,408
	77486,72
	51169,16
	1733,869
	611186,9
	224271,4

	MSE
	153,845552
	0,652168
	0,74624
	0,055275
	1,12944
	5,750018


	
	purtrans
	purtele
	purcomp
	puradv
	purothse
	purothal
	taxrates
	taxothe

	Slope
	0
	0,99989
	0,073683
	0,004192
	0,057244
	0,841232
	1,000079
	

	t-val
	-9,96094E+34
	-0,67288
	-11899,7
	-16451,9
	-31854,2
	-85,2386
	1,434427
	

	mse  
	1497630,47
	2579,459
	598931,1
	7504106
	3422513
	1591706
	448970,4
	

	R^2  
	0,000112
	0,993674
	0,03666
	0,002406
	0,795547
	0,268279
	0,827896
	

	dL1  
	31,038062
	2,004126
	7,762252
	46,83153
	395,9642
	39,51398
	7,33557
	2,784755

	dL2  
	510,458827
	10,9393
	158,0341
	832,6155
	10111,48
	224,3277
	118,868
	19,85344

	dLinf
	963,160983
	12,56469
	236,5868
	995,6591
	13498,28
	2573,793
	121,7737
	83,135588

	K-S  
	0,357372
	0,417484
	0,414399
	0,28006
	0,226686
	0,088674
	0,106903
	0,307187

	K-S_1
	0,001521
	0,000488
	0,000248
	0,000683
	0,000187
	0,002272
	0,001276
	0,002248

	K-S_2
	0,000006
	0,000056
	0,00001
	0,000003
	0,000005
	0,000026
	0,000006
	0,00008

	m_1  
	14,820187
	1,048275
	4,707309
	14,7718
	392,1089
	3,886557
	6,493899
	2,784755

	m_2  
	153361,138
	168,399
	25453,6
	226659
	1,15E+08
	8379,476
	32493,27
	395,380535

	MSE
	7,772507
	0,024541
	0,375224
	1,683292
	39,43519
	11,44083
	2,482935
	0,110157


3 Discussion

When compared to the results of other imputation methods, it must be taken into account that imputation with random residuals doesn’t give the same output each time the program is run.

Furthermore, by definition, imputation with random residuals is less effective in reproducing single original values when compared to imputation with the expected value. Therefore the strength of the present application is better stressed by indicators referring to the preservation of the distribution rather than to micro accuracy.

As expected, EM imputation worked better when applied to the five main summary variables: in fact these variables are less affected by zero values and, as already noticed, they are collected on all units and not related by balance edits. 

However, the performance on the five main variables was not satisfactory as well. The present method, being based on explicit model assumptions, is indeed not able to use all the long form information when imputing these variables, nor to catch their seemingly complex structure. Non-parametric imputation methods, which don’t need model assumptions and are able to take into account logical or numerical constraints among variables, might perform better in this case. 
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