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Introduction

This report includes the first Statistics Finland test results based on the UK Annual Business
Inquiry (ABI) Data. We present these results using the so-called development data set, that is, we
know the real values for each missing one afterwards. The next idea is that the best specifications
of these results will be applied when using the so-called evaluation data set. This kind of work
has already been preliminarily done but any results of these are not included in this report.

We decided not to present our test results for each method, separately, but instead for each data
set, separately. This gives easier opportunity to compare the results based on various new and
traditional methods and techniques. Statistics Finland is involved especially in Workpackages
(WP) 4.5 and 5.5 which are concerned Self-Organising Maps (SOM) techniques, but we also are
working with traditional methods, thus for WP�s 4.1 and 5.1. The ABI is concerned both on
editing and imputation problems, but the focus of this report is in imputation which is our main
area in the project as well. Until now, we have done quite little using SOM for the ABI, but
instead we have applied several traditional methods.

The ABI data have been quite complex to fully understand from the points of view of editing and
imputation. The main problem in complexity seems to be the sensitiveness of most methods for
special values, outliers. Without these, it is quite easy to exploit standard modelling approaches to
both editing and imputation. It follows that the major problem is to develop a reasonably good
imputation model; if we do not succeed in this step, both the editing and imputation task may
provide fatal errors. Hence it is not easy to make these tests fairly. If more attention for modelling
has paid, the result should be better, but respectively, this technique is not so automatic. This
point is good to remember especially when looking the results of the Solas software because these
have been done more automatically.

In this report, we next in Section 2 present the short introduction to the ABI data, whereas Section
3 gives our tests results for editing and Section 4 for imputation.



2. ABI Data sets

There are several opportunities for editing and imputation tests in these data sets. First, the two
different sectors, called here Sector 1 and Sector 2, may be applied. The data sets of both sectors
are based on rotating panels from the two years, that is, from 1997 and 1998. However, the
overlapping part is not very big in the number of units as the following figure for Sector 2 shows:

Sector 1 is fairly different from that, because the overlapping is only 3.4% in units and 13.6% in
register turnover. This thus implies that the tests using the development data from Sector 2 are
not necessarily giving excellent transferable points towards the evaluation data from Sector 1.
There are also some differences in variables between these sectors. Hence the methods are not
directly transferred from Sector 2 to Sector 1. We were not this being the case sure what types of
tests could be best to make. Consequently, we made some tests for the year 1997 of Sector 1
because the true values were available, but most tests were done for Sector 2, because we wanted
to test the rotation effect too. Sectors are especially different with respect to missing values in this
overlapping part. For both sectors, such a number is small, 10 for Sector 1 and 12 for Sector 2,
but for the latter, the missingness occurs for 2 big enterprises (based on register turnover), but for
the former, this is not the case. This means that the imputation may be more difficult for Sector 2
than for sector 1.

The next question is for which variables the tests are to be done. We have made attempts mainly
for survey turnover, but some experiments have been done for purchases and taxes.

1997 1998

872 Units = 9.6%
55.3%  in Turnover

3453 Units
38.2%

18.6% in
Turnover

4722 =
52.2%

26.1%
in Turnover



3. Editing tests by modelling for ABI turnover of 1997 and 1998

This test is based on a standard statistical modelling method. We present here only the results for
turnover. The two different �training� data bases were used:

A. The true data from 1997, including turnover as the dependent variable, and register turnover,
total purchases and total taxes as independent variables; some attempts to use size band and
industry class as classifiers were done.

B. The overlapping (panel) part from  1997 to 1998 when available, and the cross-sectional
information from 1998, for the rest. The variables used were those with non-missing values.

In both cases, the two different models were tested:

a. Linear model so that all continuous variables were linear.
b. Log-linear model, respectively, so that all continuous variables were transformed by
logarithms.

The strategy for the error localisation is now as follows:

1. Build a good-fitting model, or this case, the four models Aa (=Data set A and linear model),
Ab, Ba and Bb using the best possible clean data.

2. Define an optimal confidence interval for each model. Our experience gave the best results
when using the confidence interval = 4 times standard error.

3. Calculate the respective �predicted� values with the above confidence intervals for the dirty
data, that is, for the 1998 non-edited data.

4. Compare the true values of the known 1998 data and the calculated values.

The goodness of all models in R2 terms was very high, from 96.5% to 99.7%. The highest one
was obtained for the linear panel model, and the lowest one for the log-linear cross-sectional
model. We do not present these details, but the performance of the editing results. The summary
is given in Table 1.

The performance is here measured with various ways. First, we are looking for the number of the
two types of errors, that is, such cases when the reporting value is too low, and such cases when
this value is too high, respectively. We see that the low errors are in each test less common than
the high errors. The reality may be this too. The percentages for each case, the success rates, have
been given in Table 1 too. Secondly, we are checking how many of all errors will be found.
Finally, we give the number of cases when our model gave the incorrect information on the error.



In general, the success rates are quite high. The results first show that approach B with some
panel feature gives a little bit better results than approach A. Secondly, the log-linear models
always find a higher number of errors but these, on the other hand, suggest to check more such
cases which are not correct errors. Hence, it is not clear what method is best. Often, it is no matter
to check some extra errors.

Table 1. Performance of the modelling editing methods for ABI 1998

Mea-
sure

Models A Models B

Linear Log Panel
Linear

Panel
Log

Cross-
section
Linear

Cross-
section
Log

Sum
Linear

Sum
Log

Too
low

30/33
=
91%

35/45
=
78%

5/10
=
 50%

4/10
=
40%

28/36
=
78%

35/50
=
70%

33/46
=
72%

39/60
=
65%

Too
high

163/179
=
91%

203/297
=
68%

27/31
=
87%

29/32
=
91%

150/169
=
89%

171/209
=
82%

177/200
=
89%

200/241
=
83%

Cor-
rectly
found

193/258
=
75%

238/258
=
92%

32/35
=
91%

33/35
=
94%

178/223
=
78%

206/223
=
92%

211/258
=
82%

239/258
=
93%

Incor-
rect

19 104   9 9 27 53 36 62



4. Imputation tests by modelling for ABI turnover of 1998 in Sector 2

Variable �turnover� is a typical business variable, with a skew distribution. The number of
missing units for the panel part is only 12, whereas for the cross-sectional part it s 91. We thus try
to impute totally 103 values. This is relatively a quite small number. It is not in this situation clear
what method could be best to apply. We first present a very simple test using the Solas software.
Next, we use some specifications of model-donor methods. These have been looked to be safer
than real-donor methods, because there may be difficulties to find �near� or other good donors for
large enterprises. This may be possible using certain scaled variables, but we have not yet tried to
test these. Multiple imputation may also be applicable but these have been excluded as well.

Application using Solas and some SAS modelling

We here made all models in the two parts, analogously to the above editing modelling:
- For the panel data set, and
- For the only cross-sectional data set.

For the panel, we have the variables both from the previous year 1997 and from the present year
1998 available. In the panel, we used first the previous year turnover and for both years register
turnover, total purchases and total taxes. Respectively, for the cross-sectional data we may only
apply the same year variables, that is, in this case, register turnover, total purchases and total
taxes. The same year auxiliary variables have some missing values. This may be solved in the two
ways:
(i) to impute first the missing values for covariates,
(ii) to apply several model specifications so that the maximal number of covariates are used for
certain part of the data, and the models with a smaller number of covariates for the rest.

Application (i) was tested by the Solas software because this gave an automatic tool to impute the
missing values of covariates. The software suggested to use cell hot decking for this purpose. In
our tests, we simply used the strata of the survey as these imputation cells. This is not a bad
method if these strata are homogenous as should be to some extent.

Application (ii) was made in our SAS tests. We also tested several specifications for models such
as:
- Simple linear regression with initial values of each variable,
- Simple log-linear regression, respectively,
- Changes from one year to the next for the panel part; these changes were done both as ratios and
logarithmic differences.
- In cross-section: ratios of survey turnover, purchases, and taxes to register turnover.

We do not present all test results because we got also very bad results, for example, if the model
specification was not correct. Table 2 thus gives the bets results of both methods, that is, that of
Solas and that of SAS modelling.



Table 2. Success of imputations from Solas and SAS for the missing 103 values of ABI
1998/Sector 2, the result is the sum of the panel and the cross-section data    

Indicator True Solas SAS
Mean 76274 78500 78912
Std Deviation 523368 536763 532469
Median 2256 2707 3043
25% Quantile 336 450 330
Maximum value 5242956 5371740 5308410
Average difference (absol. and
% to true mean) with sampling
weights.

0 2080
2.7%

1228
1.6%

Average difference, no
sampling weights

0 4611
6.0%

4253
5.6%

The both good results are quite good but the SAS method is a bit better. The result is much
depending on the success with big values. As the table shows, the maximum value was imputed
very well in both cases. In some other tests, with a poorer mode specification, we obtained a two
times higher value, for example.

5. Imputation tests by modelling for ABI turnover of 1997 in Sector 1

Sector 1 is similar to Sector 2 in the sense that the sample size at the same level, and the highest
values of turnover as well. The number of missing values is 149, that is, more than in Sector 2.
The highest missing values measuring with register turnover are however much lower than in
Sector 2. This facilitates imputation in the sense that the robustness for models is easier to satisfy.

Distributions of variables in Sector 1 differ clearly from Sector 2. Sector 1 is part of the
EUREDIT Evaluation data set and the true values are not known for the year 1998. Hence, we
here concentrate only in imputation of 1997 turnover.

From area of neural networks, MLP modelling should be appropriate for this kind of data set
because of a high correlation between explanatory variables and turnover. However, our MLP
tests have failed continuously and we have not been able to get into the problem yet. Clearly there
are some methodological and practical issues to be solved.

The University of Southampton and Statistics Netherlands has developed the prototype software
package �WAID� (Weighted Automatic Interaction Detection). In this case we used version 4.1 of
the program. We selected seven explanatory variables: EMPWAG, PURESALE, PURTOT,
TAXRATES, TAXTOT, TURNREG and EMPLOY and classified them by every 4th percentiles.
These new ordinary categorical variables were then used to build a simple regression tree (OLS)
of 60 terminal nodes with restriction of minimum of 50 observations within the nodes. This
method gave relatively nice results as seen in Table 2 - except that the largest value of the data
had been chosen as a donor.



Very simple methods that straightforwardly exploit the strong dependencies between variables
seem to be successful here. Here, we chose the following linear regression model

TURNREGTAXTOTPURTOT TURNOVER 321 ⋅+⋅+⋅= βββ ,

for which PURTOT is hot deck imputed by PURESALE and TAXTOT is hot deck imputed by
TAXRATES when missingness occurs. This was easily made with Solas 3.0� software
(Statistical Solutions LTD).

Table 3. Success of imputations from Solas and WAID for the missing 149 values of ABI
1997 / Sector 1. Note that we have used weights (WEIGHT) in calculation the results for
this table.

Indicator True Solas WAID
Mean 397.8 432.7 444.8
Std. Deviation 15214.3 15855.0 33462.8
Median 154 206 156
25% Quantile 83 120 81
Maximum value 121143 130376 318919
Average difference (absol. and % to
true mean) with sampling weights

0 71.1
1.8%

140.3
3.5%

The Solas-based method gives somewhat better results than the WAID, but this is not bad either.
The results are not automatically comparable with those from Sector 2, but there are no much
differences with the corresponding results of Table 2.

We have provided some tests for the components of purchases and taxes, but we are yet ready to
report these. This needs to look toward some other methods than model-donor methods, real
donor techniques may be competitive.
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Abstract

Some types of tree-based methods have been applied during some recent decades. In most cases, the purpose has
been to explain or describe the behavior of a certain phenomenon using empirical data. An important feature of this
algorithm is that a tree may be built more or less automatically after the target variables and the explanatory variables
have been determined. Tree methods have not been very common in data analysis, nevertheless. A reason obviously
is that it is easy to criticize this method. On the other hand, any tree is not always easy to interpret well, or, thus, this
method is not always reasonable as the final analysis. It is thus more or less a technique for exploratory data analysis.
In our paper, this technique is also used as a good helping tool for the final target, that is, for imputing missing
values. Our first tests, done in an European research project, give fairly promising results. In this paper, we use
regression tree for a metric variable, and classification tree for a categorical variable. Further research is needed.

Keywords: Classification trees, regression trees, imputation.

1. Introduction

An imputation process has the two main parts, (i) to construct a good imputation model, and (ii)
to replace the missing or other incomplete values with imputed ones. There are a high number of
optional imputation models, but some types of parametric regression models have often been
preferred. Simple imputation methods such as mean and ratio imputation, for example, use such a
regression model, which only consists of a constant term of the model. In this case, the model is
deterministic. Respectively, we say such an imputation method to be deterministic. When adding
a random term in the imputation model, stochastic imputation methods may be performed. In
some cases, an imputation model may be quite implicitly described, and it is even difficult to see
how deterministic or stochastic the method is.

The imputation task may be done with various techniques for the same imputation model.
Laaksonen (2000) uses the following division. If the imputed value is taken directly from the
model, he calls this technique as �model-donor� method. At contrast, if the imputed value has
been taken from an available or responded unit, the imputation method is called �real-donor�.

We here present some applications using both real-donor and model-donor techniques, on one
hand, and deterministic and stochastic, on the other. The speciality in this paper is imputation
model, which belongs to the family of tree-based methods. These methods have a rather long



history, but recently, these have met a new invasion in various fields, as an approach to data
mining methods. These methods have some similarities to neural nets techniques, which also
have become very popular in various fields.

Although the family of tree-based methods is not new, many new developments have been done
in recent research. New options within these techniques are available, some of these trying to
build each particular tree as robustly as possible. In the case of imputations, the terminal nodes of
the tree have been used as imputation cells, and the imputation tasks have been done within each
node or the cluster of such nodes. This is a fairly easy technique and seems to be promising as the
first tests in the EU project called AutImp have shown. The project in which the main partners
have been The University of Southampton and Statistics Netherlands has developed the prototype
software package �WAID� (Weighted Automatic Interaction Detection). In this paper, we present
some results based on the Finnish survey data and on the UK census data, and evaluate the
advantages and disadvantages of this methodology. Furthermore, a number of comparisons are
done between these and traditional techniques. This naturally raises a question about the
appropriate imputation methods after construction of the trees.

The paper is organised so that in Section 2 we give the overview to the tree-methods used, and in
Section 3, how imputation has been done within the imputation cells obtained from the model. In
Section 4, we give empirical results from the two types of data with missing data. The first
example is from the Finnish consumption survey data, in which all the variables needed to impute
are metric. Hence, regression tree-methods are used. The second example exploits classification
trees, since the variables being imputed are categorical, derived from the sample of the UK
population census. Section 5 gives some concluding remarks.

The WAID software and AutImp reports can be downloaded from the project AutImp website:
see References.

2. Construction of tree-based imputation models and imputations

We here first present the principles for building regression trees, and then these for classification
trees.

• Regression tree

Let ny,,y,y �21  denote the values of the response variable Y in a node, with corresponding

values }1and1{ p,,jn,,i;xij �� ==  for p categorical explanatory variables .,,1 pXX �

The measure of dispersion is the Weighted Total Sum of Squares (TSSW), defined by

( )� −= n
wii yyw

1
2TSSW ,



where iw  is a (node-specific) weight attached to the thi  case in the node, and wy  is the

corresponding weighted mean of the response variable in the node.

The node chosen for splitting is the one with largest value of TSSW.

Given the weights iw , a standard ANOVA style decomposition is then used to �pick� the

explanatory variable to define the split for this node and the definition of the split in terms of the

categories of this explanatory variable and its monotone or non-monotone nature.

The actual split that is chosen for jX  is one that maximises the Weighted Between Sum of

Squares
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where jdc <≤1  denotes the (ordered) category of jX  that determines the split. Finally, the

explanatory variable (and splitting criterion) that determines the actual split applied to the node

are defined as the variable that generates the largest such maximum value of BSSW. The terminal

nodes can be defined by several restrictions.

• Classification tree

WAID uses the standard Gini measure of within node heterogeneity

�
−−= A

annG
1

221 ,

where n is the total number of cases in the node, na is the number of cases in the node with Y = a.
The candidate parent node with largest value of G among the set of all such candidate parent
nodes available at any stage is the one that is chosen for splitting at that stage.

The optimal split for Xj is the one that leads to the minimum sum of G values for the two



resulting child nodes. For a non-monotone explanatory variable Xj, two ways of deciding an
optimal split: GINI Optimal looks all possible binary splits and the other GINI creates pseudo-
ordering of the categories of Xj.

3. Imputation techniques of WAID

Our imputation model is thus rather special, but the imputation tasks used are rather standard. In
the current WAID, there are four methods for imputation: most common category (mode
imputation), mean imputation, random selection of a donor (random hot decking) and nearest
neighbor. Our results are based on tree methods so that within each terminal node, either random
selection or nearest neighbor technique has been applied. This thus means that a real donor has
been drawn randomly or by using nearest observation of the non-missing units within each
imputation cell, and the missing value has been substituted with this observed value.

All the options of the WAID have not been attempted. For example, the imputation model and the
terminal nodes, consequently, may be estimated from the different data file than that used for
imputations. Naturally, the same variables with similar categories should be included in both
files. The WAID software also has some mass imputation tools so that a number of variables may
be imputed successively. We here, however, only present results for single variables.

WAID gives opportunity to use a different imputation technique for each imputation cell
(terminal node), although currently only 4 alternatives are available. We have not tried to exploit
this feature.

For comparisons, we present the true results, and also the results based only on available cases.
The latter one gives opportunity to follow whether each particular method and its specification is
approaching to a true value or not.

WAID gives opportunity easily to build various types of tree models. We present several
examples in order to better understand, what options could be best for each imputation task.

4. Empirical findings from the two survey data

We first present some imputation test results based on the Finnish Household Expenditure Survey
(HES) data from 1996, and then those based on the UK Census data.

Finnish Household Expenditure survey data (HES)

Tables 1 to 3 and Figure 2 cover our test results based on the HES 1996. The results presented are
varying to some extent so that, on one hand, various auxiliary variables have been used, and, on
the other hand, somewhat different parameters for WAID-Tree algorithm have been used. So, we
can see how well the different assumptions perform. We have not looked in advance the real
values, but since we had before these tests already made evaluative tests by other software, it is
possible that our understanding has been better than that of an ordinary user. It should be noted
that, in all cases, we have not needed to decide which method and its specification would be used



in practice. We thus only compare the results obtained and try to look forward to the best
method/specification.

DRINKS

Table 1 is concerned alcohol drinks (DRINKS) consumed by a household. When comparing the
estimates of the true vales and those of available cases, we see the means and the standard
deviations of the latter to be slightly higher but the differences are not very big. Thus, the non-
responding households seem to drink only a bit less than the responding households. To
understand better this factor, it should be noted that single households (especially men) respond
much worse than the bigger ones. Thus, if we would standardize household size, in particular, the
change in these estimates would be vice versa. But, this is not any analysis report, we compare
simply the estimates between different imputation models, since random hot decking was applied
in all WAID imputations.

One approach to look results is to check whether after a particular imputation technique the
estimates are at least as good as based on �available cases�, and secondly, to hope that the
estimates would be closer to true values even. Thus although the estimates would be after
imputation at available cases level, we could be satisfied because a higher number of observations
would be obtainable. In Table 1, the best estimates seem to be achieved with ordinary least square
tree, the minimum number of groups being about 50 (but factually, there are smaller groups), and
using six explanatory variables (see Table 1). The results are approximately the same when the
group size is about 75. It is interesting that when adding the number of explanatory variables, the
results are worse, the mean being underestimated and the standard deviation overestimated. This
is obviously due to some small and non-homogeneous imputation cells (terminal nodes). One test
with Huber�s min/max seems to provide the worst results, if we do not take into account the last-
row OLS result which is an example with the only four explanatory variables. This shows that
these four ones, although especially Number of Adults and Gender are fairly good explanatory
variables, are not reasonable to explain differences in drinking consumption.

The number of terminal nodes has an influence on the results but not so that the results would be
better while this number is increasing. This was also seen in results from the evaluative CART
(classification and regression trees) software tests by Mesa, et all. (2000). So it seems that there
is an optimum between an ideal combination of explanatory variables and the number of terminal
nodes, but it is not clear how this will be definitely found.

HP5/KP5 (health)

All the following imputations have been made by using the same explanatory variables (see Table
2). Imputation results for yearly consumption of health of household (KP5) and household
member (HP5) are given in Tables 2 and 3. The yearly consumption of a household is simply the
sum over the consumption of its members. It seems to be easier to impute at member level than at
household level, which can be seen in the imputation results too. However, there are several
possibilities to choose auxiliary data for KP5. Here we have simply used values of the
breadwinner of household when possible, that is age of breadwinner, sosio-economic status of
breadwinner. It is clear that knowing the number of members or children in household is more



informative for imputation of KP5 than it is for HP5.

The tree of approximately 80 terminal nodes gives the best results for HP5. The mean is even
closer to the true mean than the mean of the available cases although non-response is quite non-
ignorable. Also the estimate of standard deviation is quite good. Part of this regression tree (only
11 terminal nodes) is in Figure 2 in the end of the paper. It is interesting to see what is the first
split. Namely, one node only consists of pensioners (SOSECON = 70) and second of all the
others; naturally pensioners usually have higher consumption of health. Also next splits seem to
be sensible.

As noted earlier the optimal tree in all of these cases is not the largest one but somewhere
between medium-sized and large. Because simple random hot deck is used as a final imputation
method the number of zeros with non-ignorable non-response has always been estimated very
well in WAID tables.

UK Census Sample of Households data

In this example case we present results for anonymised sample of UK Census data; the data are
from EU/FP5 Euredit project (The Development and Evaluation of New Methods for Editing and
Imputation). Again there are both member level and household level data, and breadwinners of
each household are chosen to impute two variables, namely CARS (number of cars) and
ROOMSNUM (number of rooms). Imputation variables are thus categorical and GINI index will
be used with pseudo ordering method for all non-monotone variables.

The data consist of 19179 breadwinners of the households in York and Humb area. Rate of
missingness is  9.4 % for ROOMS and 10.0 % for CARS. The nearest neighbor imputation
method is preferred here.

ROOMSNUM (number of rooms)

Values of ROOMSNUM are between 1 and 15, 15 meaning more than 14 rooms in household.
Chosen explanatory variables are HHSPTYPE (household space type, 1-14 classes), PERSINHH
(number of persons in household), SEGROUP (socio-economic group) and SOCLASS (social
class based on occupation, 9 classes). There are various cases of item nonresponse and
missingness patterns respectively. Hence, several trees are needed. If both ROOMSNUM and
SEGROUP are missing then those records are imputed using the classification tree with
explanatory variables HHSPTYPE, PERSINHH and SOCLASS. We do not make any
imputations for explanatory variables. However, the tree of all explanatory variables is used for
86 % of missing ROOMSNUMs.

Again it can be seen that a high number of appropriate auxiliary variables gives worse imputation
results than small number of obvious explanatory variables like four variables here. The best tree
seems to be between medium and large, though the differences in the results between trees are
very small. However, due to the size of the data terminal nodes become easily very large for
imputation by using only four explanatory variables. Further, because of the small rate of
missingness, it makes no difference to use a full size tree of 131 terminal nodes or a large tree of



80 terminal nodes by nearest neighbor imputation method.

Results are good as it is seen in Table 4 of marginal distributions. GINI-values are relatively low
in parent nodes: between 0.19 and 0.31.

As Figure 1 shows, the first split is for PERSINHH so that one node consists only 1-2 persons
household and thus other node consist larger households with obviously large number of rooms
too. Next splits are done for HHSTYPE in the left side node and SEGROUP in the right side
node.

CARS (number of cars)

A small number of appropriate explanatory variables gives the best results here too: DISTWORK
(distance to work), PERSINHH and SEGROUP. Again we need several trees, but the tree of all
variables is used for 93 % of missing values of CARS. First the data are divided by SEGROUP to
get �professonal self employed and unemployed� into same group. Then this group is divided by
PERSINHH so that one group which is terminal node consists of only single person households,
while the other side is also divided by PERSINH after split of SEGROUP to get 3, 4, 5 and 10
person households into separate group. Results are presented in Table 5.



Figure 1. First nodes of the WAID GINI tree for ROOMSNUM.

ROOMSNUM

N=14915

PERSINHH

{1,2}

9007

PERSINHH

{3-11}
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HHSPTYPE

{4 � 14}

1589

HHSPTYPE

{1-3,6,11,12}

1485

SEGROUP

{0,9-15,20}

4187

SEGROUP

{1 � 19}

1721
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EUREDIT 3.5 Measuring and improving data quality

5. Summaries and Concluding remarks

Tree-based methods for imputation have not been generally used due to unavailable easy
tools to continue towards imputations after the construction of trees. The prototype
software WAID 4.1 is a new development for this purpose. This software consists of
classification tree, on one hand, and of regression tree, on the other. The former method
is a good starting technique when needed to impute categorical variables, but it may be
used for continuous variables in a limited extent, too. The latter method is available for
continuous variables, respectively. Under this technique, there are some options for
making a tree building more robust. A limitation of regression tree techniques in WAID
is that all explanatory (auxiliary) variables should be categorical or categorized. This
means that the method cannot be used successfully applied to many business surveys.

We have tested WAID with two different data sets, one being the Finnish consumption
data, and the other the UK census data, respectively. The target variables of the former
are consumption item values (continuous), whereas those of the latter are different states
of the population (categorical). Both data sets are fairly complex. The complexity of
consumption data is due to skew distributions of consumption items, even so that there
are often a high number of zeros. On the other hand, these data are of the two levels,
both from household level and household member level. At household level about 2200
records are available, whereas at member level more than 6000. The number of
observations have, naturally, an impact on the possible number of terminal nodes if the
parameters for the tree building have not been changed; the larger data set is, the more
terminal nodes will be obviously appearing. For the larger data set, we have performed
around 50-100 terminal nodes but around 15-30 for the smaller one. The appropriate
minimum for group size has been considered as 50. UK census test data include nearly
20000 households, and two crucial categorical variables have been tried to impute.
Hence classification trees have been built.

Terminal nodes or the sub-groups constructed from these trees (regression or
classification trees) are interpreted as imputation cells. In an ideal situation, these should
be as homogeneous as possible. The second question is, how to impute the missing
values within each cell. WAID 4.1 has 4 alternatives, but we have only applied random
hot decking (random draw of the real values) and nearest neighbor technique. Both
methods necessarily require that there are in each cell a reasonable number of real
(neighbor) values, derived from respondents. WAID 4.1 does not give automatically this
information or diagnose problematic cells. This could be done using other tools, but we
have not done such operations but used WAID rather straightforward. Some not-good
test results could be explained with problems in some cells.

Our results in general show that the WAID approach with real-donor methods never
gives very poor results. It should be noted that our test data sets do not cover most
difficult types of NSI data, such as business survey and longitudinal data sets. Secondly,
the current WAID does not seem to be a conformable tool for handling very big data
sets. Nevertheless, in our exercises, when a reasonable number of correct explanatory
(auxiliary) variables were used, the bias due to selective missingness was reduced
essentially. It is still difficult to find an optimum approach in order to decide how many
variables should be included in a particular tree model, how these variables should be
pre-classified, and how many terminal nodes (imputation cells) should have been tried
to use. The diagnostics with graphs and appropriate tabulations would be helping.   
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