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Introduction

This report describes the contribution of CBS to the evaluation of standard imputation methods (WP 5.1). The methods that are being evaluated include regression imputation based on univariate (multiple) and multivariate (simultaneous) regression models and two hot deck imputation methods: a nearest neighbour hot deck method and a ratio hot deck method. Furthermore, since in some cases the imputed values are not consistent with the edit rules, we have also applied an algorithm that slightly adjusts the imputed values such that consistency is assured.

The selection of imputation methods and models that are applied here, is a result of the experiments we performed with the development data sets for which true values were made available. These experiments are described in Pannekoek and van Veller (2002). The imputation methodology and the algorithm for adjustment of imputed values are described in separate methodological reports (Pannekoek, 2002, and De Waal, 2002, respectively).

The software used to apply the univariate (multiple) regression method was the regression module in SPSS 10.1. For the application of multivariate regression and the hot deck methods, S-Plus scripts have been written. For the adjustment of imputed values a prototype computer program was developed called EC System. All software was installed on a Compaq-EVO PC running under Windows 2000. 

The data sets used for the evaluation are: Danish Labour Force Survey (LFS); UK Annual Business Inquiry (ABI); and Swiss Environment Protection Expenditures survey (EPE). The LFS data set contains only a single variable with missing values. This variable was imputed with univariate regression using SPSS, this method is evaluated in section 2. For the other two data sets a combination of imputation methods is applied: some variables are imputed with multivariate regression and other variables for which regression is less suitable are imputed with hot deck methods. This combination of methods is evaluated in section 3. 

1 Method 1: Univariate (multiple) regression.

1.1 Method

This method is based on the usual linear multiple regression model. The predictor variables should all be fully observed (contain no missing values) for this method. The parameters of the model are estimated using the records for which the target variable is observed. Using the estimated parameters, regression imputation of the missing values of the target variable entails replacing this missing value with its conditional expected value: the regression prediction.

1.2 Evaluation

1.2.1 Data set LFS

1.2.2 Technical summary

Method: Univariate (multiple) regression

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; SPSS. 

Test scope: imputation.

1.2.2.1 Imputation

The only variable in this data set that contains missing values and thus needs imputation is the variable income. For the regression imputation of this variable, a number of regression models have been considered. The predictor variables in these models where (subsets of) the variables: sex, age, marriage, education, business, unemploy, children, cohabite, area, phone and interactions between these variables. The performance of these models was evaluated using R2 and the criteria L1 and L2 given by Chambers (2001), see Pannekoek and van Veller (2002). Based on this evaluation a final model with 147 parameters was selected containing predictor variables age, dummy variables for sex, marriage, education, business, unemploy, children, cohabite, area, phone and age-class, all (two-way) interactions between these variables, and age-squared.

Out of the 15579 records in this data set 4175 had missing values on the variable income. Estimating the modelparameters and subsequent imputation of these missing values took about 2 minutes processing time.

1.2.2.2 Results

The evaluation statistics results as reported by ONS are in table 2.1  below.

Table 2.1 evaluation statistics 

for data set LFS_dk2(miss)
	Slope
	0.92

	t-val
	-18.73

	mse  
	6352749474.46

	R^2  
	0.45

	dL1  
	46959.54

	dL2  
	79278.22

	dLinf
	836901.00

	K-S  
	0.08

	K-S_1
	0.02

	K-S_2
	0.00

	m_1  
	3180.92

	m_2  
	4974625603.09

	MSE
	1710695.17


At the record level, the predictive accuracy seems to be moderate. The dl1 statistic indicates an average absolute error of about 47000 (the overall mean income was about 174000 for the observed data). The R2-statistic indicates that more than half of the variance in the true values remains unexplained by the imputed values, this considerable amount of unexplained variance is also shown by the large value of mse. The small values of the K-S-statistics show that the distribution is preserved reasonably well. At an aggregate level, the statistic m_1 shows that the mean is estimated quite accurately. The difference between the true and estimated variance (m_2) is however considerable. Underestimation of the variance is a well known draw back of predictive mean imputation methods. This could be repaired, of course, by adding random residuals but that would result in a decrease of the predictive accuracy.

1.2.2.3 Strength and weaknesses of the regression method

The method is easy to apply. Some basic knowledge of regression analysis is required to build a model. The method is fast and can be applied using a variety of general statistical software packages. Both continuous and categorical predictor variables can be used.

The imputed values show less variation than the true values, especially so when the R2-value is not high. Predictor variables with missing values can hamper the ease of application. If it is important to make use of the available information in such variables, different models must be build for different subsets of the data (missing data patterns) depending on which predictors are available and which are missing. The linear regression model is only appropriate for continuous dependent variables, imputation of categorical variables requires other types of models or methods.

2 Method 2: Multivariate regression and hot deck.

2.1 Method

This imputation strategy is a combination of three methods: deductive imputation, multivariate regression imputation and hot deck imputation. First, if the value of a missing variable in a record can be derived unambiguously by using the edit rules (balance edits are used for this purpose) the missing variable is imputed by that derived value (deductive imputation). Second, some variables are imputed simultaneously using a multivariate regression approach. These variables serve as predictors when they are observed and are imputed otherwise. Variables without missing values can also be used as predictors, moreover such variables can be continuous or categorical variables whereas variables that need imputation can only be continuous variables. Third, for variables for which regression imputation did not led to satisfactory results in the experiments using the developement (y2) data sets, hot deck methods are used. Most of these variables are “subtotals” or “partial variables” that provide a specification of a “total variable”. The total variables are either known or imputed by regression. The subtotals are imputed by a ratio hot deck method. This method starts by calculating the sum of the missing subtotals. This sum is then distributed over the missing subtotals using ratios obtained from a donor record. This imputation method ensures that the subtotals will add up to the total, it imputes zero values if the ratios in the donor are zero and it reduces to a deductive imputation if only one of the subtotals is missing. The few variables that are not subtotals or partial variables and are not imputed by regression (only 3 variables for the ABI data set and none for the EPE data set) are imputed using a standard nearest neighbour hot deck method.

This imputation strategy leads to imputations that are consistent with the fatal (balance) edits of the ABI data. However, this is not so for the EPE data  Therefore, for this data set, the imputed values are adjusted such that they satisfy all fatal edit rules. This adjustment is such that the distance between the adjusted imputed values and the original imputed values is minimized under the constraint that the adjusted imputed values are consistent with the edit rules. This method is implemented in a prototype computer program called EC system. For a more detailed description of the methodology and the algorithm we refer to De Waal and Pannekoek (2002) and De Waal (2002), respectively.

2.2 Evaluation

2.2.1 Dataset ABI

2.2.1.1 Technical summary

Method: Multivariate regression and hot deck imputation

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; S-Plus. 

Test scope: imputation

2.2.1.2 Imputation

All variables with missing values in this data set have been imputed. First deductive imputation was applied to all variables that are part of a balance edit (see, Pannekoek and van Veller, 2002). The remaining missing values have been imputed using the different methods as shown in table 3.1 below. 

Table 3.1: Methods applied for the imputation of the ABI sec198(y2) data set.




Imputation method




Applied to variables

1


multivariate regression

turnover, employ, stockbeg, 
stockend, purtot, 
puresale, 













emptotc, taxtot
2


ratio hot deck




empwag, empni,,
 empens, empred, puren,, purcoth, purhire, 












purins, 
purtrans, purtele, purcomp, 
puradv, 
purothse












taxrates, taxothe

3


hot deck 






assacq, assdisp, capwork


These methods are all applied within classes. The classes are those suggested by ISTAT (Di Zio, Guarnera and Luzi, 2002). Three classes are defined as follows: (1) turnreg < 1000, (2) turnreg ( 1000 and empreg (3 , (3) turnreg ( 1000 and empreg (3. In addition, formtype is also used as a  classification variable such that the resulting number of classes is 6 for variables that are on both forms and 3 for variables that are only part of either the long form or the short form. 

Some further details of the application of each imputation method are as follows. Multivariate regression imputation: Apart from the 8 variables with missing values listed in table 3.1, the register variable turnreg is also included since it contains no missing values and it is likely to be a good predictor for the other variables. Ratio hot deck: The distance function is based on the variables turnreg and empreg as well as on the relevant total variable., i.e. emptotc for the employee cost variables, purtot for the purchase variables and taxtot for the tax variables. Hot deck: The distance function is based only on the variables turnreg and empreg in this case.

Several alternative strategies have been investigated using the development sec197(y2) data set. For instance, multivariate regression imputation of all purchase variables and of assacq and assdisp, hot deck imputation of zero values for assacq and assdisp combined with regression imputation of non-zero values. Also, a different stratification using 14 strata based on the variable class (industry class) was investigated. On the basis of criteria such as the preservation of the mean, the imputation of a reasonable number of zeroes and the desirability to have consistency with the edit rules, the strategy described above was selected as the most promising one.

The data set contains 27 variables with missing values (2765 in total). Imputation of these missing values took about 10 minutes processing time.

2.2.1.3 Results

The evaluation statistics as produced by ONS are in Appendix A. Some results for the 8 variables that were imputed by regression are in Table 3.2.

Table 3.2 Evaluation statistics for regression imputed variables

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	K-S  
	m_1  
	Observed mean

	turnover
	0.903
	-4696.2
	38099915
	0.999
	126.394
	0.059
	60.474
	17273

	emptotc
	1.000
	0.3
	76657
	0.982
	12.420
	0.076
	3.516
	2009

	puresale
	1.004
	25.6
	67404804
	0.998
	47.294
	0.031
	5.916
	10744

	purtot
	1.000
	107.1
	14130
	1.000
	4.561
	0.021
	1.958
	12553

	taxtot
	0.999
	-1.6
	3665
	0.987
	3.414
	0.197
	0.581
	279

	stockbeg
	0.944
	-54.8
	50691968
	0.862
	45.817
	0.082
	6.066
	1401

	stockend
	0.747
	-377.6
	104483556
	0.800
	47.161
	0.087
	6.957
	1472

	employ
	1.109
	17.3
	145133
	0.958
	4.210
	0.242
	1.019
	212


If the slope is close to 1, indicating that there is no systematic bias in the imputations, and the R2-value is close to one, indicating that most of the variance in the true values is accounted for by the imputations, then the imputations approximate the true values accurately. The results in table 3.3 show that this is the case for emtotc, pursale, purtot and taxtot. The results for the other variables do not uniformly indicate such a good performance. The slopes for stockend and employ (0.75 and 1.11, respectively) are substantially different from 1 and the R2-values for stockbeg and stockend (0.86 and 0.88) are the lowest for the regression imputed variables. If the values for mse, dL1, and m_1 are not obviously low, these values are harder to interpret than slope and R2. Larger values of mse, dL1, and m_1, could be acceptable if the variable itself has large values. To have an indication of the magnitude of the variables, the observed mean is also included in table 3.2. Note, however that this could be misleading, for the development data we found that the observed mean was often more than a factor 10 different from the mean for the missing values. However, if we assume that the true mean is close to the observed mean, we see that the large value of m_1 for turnover corresponds with an error of about 0.3% whereas the much smaller value of m_1 for employ corresponds with an error of about 0.5%. The K-S statistic indicates that the distributional accuracy of taxtot and employ  is less than for the other variables.

The statistics for the other 19 variables that are imputed using the hot deck methods show much more varying results, slope values ranging from 0.007 (puradv) to 3.8 (assacq) and R2 values ranging from 0.08 (puradv) to 1.0 (empwag, empni). Note, however, that for 9 of these 19 variables no regression results are reported. Out of the 10 values that are reported 6 of the slope values are between 0.9 and 1.1 and 3 of the R2 values are larger than 0.9 (6 larger than 0.8). The quality of the imputation for some of the 9 variables for which no regression results are reported, seems to be quite good. For taxrates and taxothe the dL1 values (1.2 and 0.8) and m_1 values (0.7 and 0.6) are the smallest among all 27 variables. The dL1 and m_1 values for the other variables are larger and it depends on the size of the true values how these values should be interpreted. 

The K-S statistics show less variation between variables. The mean for the regression imputed variables is 0.1, the mean of the hot deck imputed variables is 0.08 and the overall mean is 0.09.

2.2.1.4 Strength and weaknesses of the combined multivariate regression / hot deck method

The methods are based on regression and hot deck principles that are well understood and they are fairly easy to apply. Multivariate regression is available in general statistical software packages such as SAS, SPSS and S-Plus and hot deck methods are available in many of the statistical software systems in use by National Statistical Institutes. The ratio hot deck method applied to the partial variables ensures that these variables meet the balance edits. The multivariate regression procedure automatically makes effective use of variables with missing values i.e. these variables are not only imputed but also serve as predictors when they are observed. 

Apart from the already mentioned underestimation of the variance when the R2-value is not high, the regression method also has drawbacks for variables that are non-negative but contain a lot of zero values. The regression method will not impute any zero values but a considerable amount of negative imputation can arise. For most users, this will not be acceptable. Also, balance or other edit constraints will usually not be satisfied by regression imputed values. For these reasons we have applied hot deck methods for variables that contain a lot of zero values and/or are constrained by edit rules. However, the quality of the hot deck imputed values is varying, quite accurate results are obtained for some variables but for other variables the quality of the imputations is not good. 

2.2.2 Data set EPE

2.2.2.1 Technical summary

Method: Multivariate regression and hot deck imputation

Hardware used: Pentium IV, 1.5 GHz, 256 MB RAM. 

Software used: Windows 2000; S-Plus, EC-system 

Test scope: imputation

2.2.2.2 Imputation

All 54 variables with missing values in this data set have been imputed. First deductive imputation was applied to all variables that are part of a balance edit (see, Pannekoek and van Veller, 2002). The remaining missing values for the four overall total variables (totinvtot, subtot, rectot, and totexptot) were imputed by multivariate regression. 

To improve the imputation by the multivariate regression procedure, the regression model did not only contain the 4 variables mentioned above but also dummy variables representing the first digit of act (economic activity) and emp (number of employees). The other 50 variables were imputed using the ratio hor deck method. For the this method, the distance function was based on the variable emp and a relevant total variable. Table 3.3 below gives these total variables for each variable that is imputed with the ratio hot deck method.

Table 3.4. Total variables used for ratio hot deck

	Variables imputed
	Total variable

	eopinvtot, pininvtot, othinvtot, totinvwp totinvwm, totinvap, totinvnp, totinvot
	totinvtot

	eopinvwp, eopinvwm, eopinvap, eopinvnp, eopinvot
	eopinvtot

	pininvwp, pininvwm, pininvap, pininvnp, pininvot
	pininvtot

	othinvwp, othinvwm, othinvap, othinvnp, othinvot
	othinvtot

	totexpwp, totexpwm, totexpap, totexpnp, totexpot, curexptot, taxexptot
	totexptot

	curexpwp, curexpwm, curexpap, curexpnp, curexpot
	curexptot

	taxexpw, taxexpw, taxexpap, taxexpnp, taxexpot
	taxexptot

	subw, subwm, subap, subnp, subot
	subtot

	recwp, recwm, recap, recnp, recot
	rectot


This imputation method ensures that 12 of the 23 balance edits are satisfied. Since the other 11 edits are not necessarily satisfied, the imputed values are adjusted afterwards with EC system to ensure that all balance edits are satisfied.

Besides this imputation strategy whereby only the four unconstrained overall total variables are imputed by regression and all other variables are imputed by ratio hot deck, several alternative strategies have been investigated using the development epe93a(y2) data set. Although some of these alternative methods showed a better performance for some variables they also showed a worse performance for other variables. The evaluation of these experiments was also hampered by a lack of data: for some variables, there were only a few missing values in the 200 records for which the true values were made available. All in all the results of these experiments did not point out that a more involved imputation strategy would be better than the relative straightforward strategy described above.

The EPE data set contains 54 variables with missing values. The total number of missing values is 2230. Imputing all these missing values and adjusting them afterwards took about 15 minutes processing time.

2.2.2.3 Results

The evaluation statistics as produced by ONS are in Appendix B. Results for the four overall total variables are presented in table 3.4.

Table 3.4 Evaluation statistics for the four overall total variables

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	K-S  
	m_1  
	Observed mean

	totinvtot
	1.016
	4.89
	727976
	0.358
	57.5
	0.133
	50.0
	313.4

	totexptot
	
	
	
	
	0.0
	0.000
	0.0
	413.4

	subtot
	0.132
	-7.325E+16
	0
	1.000
	9.5
	0.500
	9.5
	8.3

	rectot
	0.584
	-7.72
	12632
	0.095
	21.1
	0.310
	9.9
	43.2


The 175 missing values in totexptot could all be imputed deductively, so for this variable no estimation method was necessary, resulting in zero imputation error. The slope-value for totinvtot is close to 1 but the R2-value is not high. At an aggregate level, the preservation of the mean is relatively the best for the three regression imputed variables. The regression results for subtot seem unreliable, at least the value of 0 for mse seems contradictory to non-zero values of dL1, K-S and m-1. This may be caused by the fact that this variable only contains 2 missing values. Anyhow, the statistics dL1, K-S and m-1 indicate that the imputations for the two missing values did not track the true values well. The slope and R2-values for rectot show that the regression imputation also did not perform well for this variable and this is confirmed by the other statistics. All in all the regression imputation did not perform well for this data set. The results are a lot worse than for the ABI data set where the regression results were quite satisfactory.

Taking all variables into account, the R2-value  is 0.56 on average, 7 values are larger than 0.9 and 14 values are larger than 0.8 out of the 44 values reported. More than half of the reported slope values are reasonably close to 1: 27 out of the 44 reported slope values are between 0.9 and 1.03. The results for the R2- values show worse performance of the imputation for the EPE data than for the ABI data, with respect to the slope-values there is not much difference. The mean of the K-S-statistics is 0.315 and only 3 values are less than 0.1. This indicates that the distribution is not preserved well this result is a lot worse than for the ABI data. 

2.2.2.4 Strength and weaknesses of the combined multivariate regression / hot deck method

The strength and weaknesses of the regression and hot deck methods are as detailed under 3.2.1.4. In addition it should be mentioned that for this data set, contrary to the ABI data, the ratio hot deck method does not result in imputations that satisfy all balance edits for variables that are part of more than one such edit rule. This was the reason for adjusting the imputed values afterwards. Also, this data sets shows that the regression method may lead to inaccurate results when there is no strong linear relation between predictor variables and variables to be imputed, possibly because of outliers.
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Appendix A: Evaluation statistics for the ABI data set

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf.

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	turnover
	0.903
	-4696.225
	38099915.963
	0.999
	126.394
	3422.493
	5632.710

	empwag
	0.963
	-1889.846
	6131.945
	1.000
	8.184
	182.620
	217.606

	empni
	1.125
	744.120
	3133.104
	0.999
	2.747
	38.585
	39.362

	empens
	
	
	
	
	7.093
	128.817
	143.704

	empred
	
	
	
	
	2.159
	39.185
	43.837

	emptotc
	1.000
	0.314
	76657.744
	0.982
	12.420
	46.319
	40.203

	puren
	0.526
	-222.520
	198644.561
	0.505
	7.023
	92.769
	81.746

	purcoth
	1.002
	2.617
	872000.904
	0.564
	26.868
	169.418
	152.853

	puresale
	1.004
	25.649
	67404804.943
	0.998
	47.294
	1439.593
	3264.251

	purhire
	1.000
	-26.935
	100432.837
	0.817
	4.162
	55.678
	53.327

	purins
	
	
	
	
	2.733
	36.431
	40.044

	purtrans
	
	
	
	
	10.079
	206.697
	212.321

	purtele
	0.484
	-54.641
	102370.505
	0.866
	6.405
	48.721
	34.487

	purcomp
	
	
	
	
	14.965
	323.292
	335.380

	puradv
	0.007
	-10573.407
	6618837.172
	0.090
	24.743
	506.180
	407.883

	purothse
	0.165
	-11869.681
	2648234.393
	0.827
	106.699
	2879.802
	2745.703

	purothal
	1.000
	0.895
	569401.469
	0.706
	23.067
	122.592
	104.747

	purtot
	1.000
	107.066
	14130.132
	1.000
	4.561
	18.723
	11.494

	taxrates
	
	
	
	
	1.201
	3.632
	1.806

	taxothe
	
	
	
	
	0.815
	3.032
	1.949

	taxtot
	0.999
	-1.634
	3665.476
	0.987
	3.414
	10.402
	6.452

	stockbeg
	0.944
	-54.793
	50691968.338
	0.862
	45.817
	1119.399
	2351.820

	stockend
	0.747
	-377.613
	104483556.301
	0.800
	47.161
	1504.238
	3357.956

	assacq
	3.807
	41418.052
	148020214.663
	0.948
	115.367
	5969.890
	11684.948

	assdisp
	
	
	
	
	3.456
	56.599
	92.035

	capwork
	
	
	
	
	2.695
	69.431
	59.026

	employ
	1.109
	17.264
	145133.879
	0.958
	4.210
	72.200
	107.946


Results for K-S, K-S_1, K-S_2, m_1, m_2, and MSE.

	
	K-S  
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	turnover
	0.059
	0.006
	0.000
	60.474
	218901337.254
	1741454.562

	empwag
	0.034
	0.014
	0.000
	7.035
	1788215.293
	3923.214

	empni
	0.089
	0.019
	0.000
	0.230
	24631.197
	16.387

	empens
	0.102
	0.016
	0.000
	5.335
	37500.566
	17.792

	empred
	0.078
	0.004
	0.000
	0.804
	1535.407
	1.339

	emptotc
	0.076
	0.002
	0.000
	3.516
	2692.353
	9698.255

	puren
	0.049
	0.014
	0.000
	3.750
	4112.847
	28.193

	purcoth
	0.065
	0.007
	0.000
	21.394
	40087.138
	74.269

	puresale
	0.031
	0.003
	0.000
	5.916
	24462501.862
	1123839.690

	purhire
	0.116
	0.006
	0.000
	0.052
	6001.669
	14.059

	purins
	0.157
	0.007
	0.000
	1.638
	3033.707
	0.799

	purtrans
	0.037
	0.008
	0.000
	2.889
	33756.274
	184.458

	purtele
	0.089
	0.008
	0.000
	5.353
	3601.895
	0.633

	purcomp
	0.128
	0.008
	0.000
	7.797
	76309.975
	9.149

	puradv
	0.057
	0.012
	0.000
	3.933
	43110.538
	42.586

	purothse
	0.136
	0.003
	0.000
	97.687
	11588941.076
	797.187

	purothal
	0.059
	0.006
	0.000
	10.255
	26116.363
	31.292

	purtot
	0.021
	0.000
	0.000
	1.958
	103711.825
	301988.720

	taxrates
	0.059
	0.005
	0.000
	0.873
	49.682
	62.797

	taxothe
	0.054
	0.001
	0.000
	0.708
	2.352
	2.656

	taxtot
	0.197
	0.001
	0.000
	0.581
	134.105
	177.086

	stockbeg
	0.082
	0.001
	0.000
	6.066
	3366110.246
	

	stockend
	0.087
	0.001
	0.000
	6.957
	4596183.020
	

	assacq
	0.085
	0.001
	0.000
	105.196
	62023588.572
	2593.227

	assdisp
	0.092
	0.004
	0.000
	1.939
	14177.710
	98.294

	capwork
	0.031
	0.000
	0.000
	2.588
	4820.529
	0.076

	employ
	0.242
	0.004
	0.000
	1.019
	15398.991
	153.093


Appendix B: Evaluation statistics for the EPE data set

Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf.

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	eopinvwp
	0.971
	-2.768
	100736.764
	0.579
	18.314
	88.231
	116.967

	eopinvwm
	1.000
	-16.340
	21494.176
	0.553
	9.606
	43.207
	51.185

	eopinvap
	1.001
	1.271
	123579.872
	0.868
	30.722
	99.091
	100.358

	eopinvnp
	0.997
	-3.774
	9508.220
	0.487
	15.554
	30.916
	20.629

	pininvwp
	0.995
	-4.779
	16007.149
	0.865
	15.039
	36.034
	24.597

	pininvwm
	0.767
	-40.844
	64328.025
	0.243
	19.006
	68.792
	50.678

	pininvap
	0.665
	-25.184
	684819.596
	0.072
	45.048
	257.406
	391.050

	pininvnp
	0.940
	-9.137
	32921.160
	0.498
	11.606
	46.185
	40.714

	othinvwp
	0.641
	-21.504
	5946.928
	0.382
	14.389
	28.397
	18.317

	othinvwm
	0.879
	-9.537
	1855.695
	0.949
	8.271
	12.585
	6.128

	othinvap
	0.964
	-2.840
	3653.407
	0.589
	6.801
	16.519
	9.307

	othinvnp
	2.215
	18.067
	1769.777
	0.940
	15.041
	48.232
	45.752

	totinvwp
	0.934
	-2.769
	148161.679
	0.503
	34.530
	109.767
	129.572

	totinvwm
	0.873
	-14.761
	84492.296
	0.161
	23.332
	74.671
	46.008

	totinvap
	1.031
	1.426
	728862.893
	0.106
	40.893
	215.962
	255.612

	totinvnp
	0.234
	-39.829
	11365.066
	0.215
	16.147
	44.849
	34.203

	eopinvot
	0.992
	-4.843
	294432.290
	0.362
	63.165
	251.462
	321.122

	eopinvtot
	1.008
	0.853
	182876.304
	0.635
	57.030
	137.451
	174.229

	pininvot
	1.002
	0.238
	1203131.230
	0.188
	48.620
	328.507
	274.558

	pininvtot
	0.992
	-2.323
	913728.437
	0.213
	48.171
	250.059
	276.681

	othinvot
	0.403
	-11.927
	2828.787
	0.146
	11.848
	30.096
	26.501

	othinvtot
	0.748
	-14.278
	15527.495
	0.722
	18.371
	39.421
	19.242

	totinvot
	0.028
	-118.440
	620774.723
	0.008
	57.394
	309.495
	386.653

	totinvto
	1.016
	4.896
	727976.802
	0.358
	57.464
	245.673
	342.117

	curexpwp
	1.000
	-2.005
	17730.621
	0.978
	15.143
	46.525
	79.143

	curexpwm
	0.768
	-42.267
	9386.634
	0.764
	10.565
	36.322
	72.497

	curexpap
	1.000
	0.427
	13141.969
	0.841
	12.738
	36.763
	70.874

	curexpnp
	1.001
	0.088
	809.520
	0.401
	5.024
	9.890
	3.764

	curexpot
	0.914
	-7.622
	4566.831
	0.444
	12.376
	26.046
	25.280

	curexptot
	
	
	
	
	
	
	


Results for Slope, t-val, mse, R2, dL1, dL2 and dLinf, continued.

	
	Slope
	t-val
	mse  
	R^2  
	dL1  
	dL2  
	dLinf

	taxexpwp
	1.009
	2.557
	608.004
	0.971
	3.796
	7.136
	6.199

	taxexpwm
	0.969
	-14.950
	492.519
	0.965
	2.307
	5.601
	4.290

	taxexpap
	0.304
	-18.296
	415.114
	0.244
	7.063
	9.316
	1.964

	taxexpnp
	
	
	
	
	2.000
	2.000
	0.324

	taxexpot
	0.848
	-2.120
	53.008
	0.850
	2.721
	4.244
	3.226

	taxexptot
	
	
	
	
	
	
	

	totexpwp
	0.945
	-10.524
	24914.088
	0.820
	19.562
	51.489
	69.622

	totexpwm
	0.665
	-56.600
	11105.217
	0.749
	14.717
	42.619
	68.152

	totexpap
	1.010
	1.204
	18818.442
	0.618
	17.233
	42.601
	66.659

	totexpnp
	1.001
	0.046
	878.008
	0.608
	4.915
	9.732
	3.371

	totexpot
	0.928
	-6.787
	6128.626
	0.839
	13.350
	27.020
	20.711

	totexptot
	
	
	
	
	0.000
	0.000
	0.000

	subwp
	
	
	
	
	
	
	

	subwm
	
	
	
	
	19.690
	19.690
	13.127

	subap
	
	
	
	
	
	
	

	subnp
	
	
	
	
	
	
	

	subot
	
	
	
	
	
	
	

	subtot
	0.132
	-7.325E+16
	0.000
	1.000
	9.451
	13.642
	12.602

	recwp
	
	
	
	
	0.692
	1.177
	0.248

	recwm
	0.981
	-1.558
	7603.418
	0.627
	8.371
	31.936
	40.046

	recap
	1.000
	0.000
	1781.914
	0.983
	13.758
	19.522
	11.229

	recnp
	
	
	
	
	
	
	

	recot
	0.993
	-0.589
	7278.610
	0.531
	7.162
	21.603
	6.411

	rectot
	0.584
	-7.719
	12632.188
	0.095
	21.139
	49.373
	59.943


Results for K-S, K-S_1, K-S_2, m_1, m_2 and MSE.

	
	K-S
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	eopinvwp
	0.309
	0.010
	0.001
	14.078
	11677.351
	3.251

	eopinvwm
	0.163
	0.008
	0.000
	2.981
	1091.631
	45.534

	eopinvap
	0.245
	0.014
	0.001
	28.585
	11474.454
	26.885

	eopinvnp
	0.361
	0.020
	0.003
	10.045
	238.077
	0.258

	pininvwp
	0.213
	0.004
	0.000
	2.217
	129.018
	1.686

	pininvwm
	0.283
	0.008
	0.001
	5.911
	3384.033
	0.508

	pininvap
	0.167
	0.013
	0.001
	24.360
	65322.728
	5.881

	pininvnp
	0.290
	0.030
	0.002
	5.201
	2776.542
	0.211

	othinvwp
	0.333
	0.043
	0.004
	4.628
	135.760
	1.229

	othinvwm
	0.345
	0.006
	0.001
	1.814
	17.136
	0.636

	othinvap
	0.318
	0.022
	0.003
	2.687
	187.240
	0.332

	othinvnp
	0.308
	0.031
	0.003
	13.702
	5557.900
	0.008

	totinvwp
	0.265
	0.012
	0.001
	18.660
	17437.368
	9.954

	totinvwm
	0.309
	0.025
	0.001
	3.739
	3331.719
	118.727

	totinvap
	0.283
	0.024
	0.002
	36.575
	49174.558
	54.922

	totinvnp
	0.606
	0.019
	0.005
	10.305
	1885.395
	0.793

	eopinvot
	0.222
	0.070
	0.006
	51.963
	64289.977
	1.596

	eopinvtot
	0.183
	0.022
	0.001
	43.005
	26702.787
	133.351

	pininvot
	0.600
	0.067
	0.005
	47.621
	118607.488
	0.321

	pininvtot
	0.169
	0.033
	0.002
	32.952
	64433.378
	16.054

	othinvot
	0.320
	0.041
	0.005
	0.256
	286.231
	3.217

	othinvtot
	0.344
	0.026
	0.003
	4.364
	648.462
	7.267

	totinvot
	0.419
	0.016
	0.001
	14.066
	58162.858
	5.612

	totinvtot
	0.133
	0.030
	0.002
	49.987
	72275.298
	333.574

	curexpwp
	0.126
	0.003
	0.000
	1.081
	2019.679
	18.764

	curexpwm
	0.068
	0.010
	0.000
	7.165
	2208.569
	12.400

	curexpap
	0.267
	0.022
	0.001
	9.619
	1543.483
	7.660

	curexpnp
	0.556
	0.110
	0.033
	5.024
	97.967
	0.010

	curexpot
	0.407
	0.070
	0.009
	5.140
	581.483
	3.664

	curexptot
	
	
	
	
	
	27.604

	taxexpwp
	0.264
	0.020
	0.001
	2.963
	95.373
	1.324

	taxexpwm
	0.108
	0.020
	0.001
	1.810
	89.690
	0.403

	taxexpap
	0.444
	0.115
	0.023
	1.044
	79.404
	0.005

	taxexpnp
	
	
	
	
	
	0.000


Results for K-S, K-S_1, K-S_2, m_1, m_2 and MSE continued.

	
	K-S
	K-S_1
	K-S_2
	m_1  
	m_2  
	MSE

	taxexpot
	0.429
	0.143
	0.045
	0.956
	26.091
	0.001

	taxexptot
	
	
	
	
	
	1.158

	totexpwp
	0.172
	0.019
	0.001
	3.602
	2212.275
	30.281

	totexpwm
	0.093
	0.014
	0.001
	10.619
	3309.948
	28.475

	totexpap
	0.347
	0.043
	0.004
	12.854
	2056.106
	7.484

	totexpnp
	0.640
	0.055
	0.016
	4.915
	94.948
	0.010

	totexpot
	0.556
	0.020
	0.004
	5.578
	555.702
	3.672

	totexpttot
	0.000
	0.000
	0.000
	0.000
	0.000
	32.982

	subwp
	
	
	
	
	
	0.000

	subwm
	
	
	
	
	
	0.000

	subap
	
	
	
	
	
	0.080

	subnp
	
	
	
	
	
	0.000

	subot
	
	
	
	
	
	0.001

	subtot
	0.500
	0.000
	0.000
	9.451
	242.801
	0.081

	recwp
	0.333
	0.333
	0.111
	0.692
	1.384
	0.001

	recwm
	0.230
	0.036
	0.002
	2.878
	980.667
	0.551

	recap
	0.714
	0.014
	0.005
	13.758
	381.118
	0.034

	recnp
	
	
	
	
	
	0.000

	recot
	0.400
	0.190
	0.074
	5.723
	458.179
	0.035

	rectot
	0.310
	0.058
	0.007
	9.949
	2438.750
	0.693




















16
15

