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1 Introduction

The document contains the description of editing and imputation applications on SARs data using MLP neural networks. In particular, two different approaches have been experimented for error localisation and one single approach for imputing missing values.

In the first editing approach MLPs localise errors by predicting the error probability. For this approach the presence of a clean dataset is required for networks training. In fact, by comparing clean and perturbed data, an indicator of presence/absence of errors for each variable has been calculated: MLPs have been trained on this subset (in this case newhhold(Area2)me) and the generated networks have been applied on the perturbed dataset (newhholdme). 

In the second editing approach MLPs directly localise the variable values: in particular, networks have been trained on a cleaned subset (newhhold(Area2)) and the generated networks have been applied on the perturbed dataset (newhholdme). However, since this approach did not have a satisfactory performance as it results from the development phase, it has not been applied in the evaluation phase.

As far as the imputation process is concerned, it has been applied on two datasets, one containing only missing values (newhholdm) and one containing missing and errors (newhholdme). In both cases, for each variable MLPs have been trained on those records for which the target value is not missing and the so generated networks have been applied for imputing the missing values. The second application (on newhholdme) had the main purpose to verify the robustness of the method in presence of errors.

Applications have been run on PC with 128MB RAM 20GB physical memory; software used are SPSS Clementine 6.5 and SAS 8.0.

Dataset used are:

1) for the development phase: newhhold(area2)new and newhhold(area2)me 

2) for the evaluation phase:
- editing:  newhhold(area2)new, newhhold(area2)me, newhholdm and newhholdme 
- imputation: newhholdm and newhholdme
2 Method: Multi Layer Perceptrons

2.1 Overview

Neural networks are applied in many important scientific fields, but not yet in a spread way in statistics. In practice, a network is composed by a set of elementary units (neurons) linked by weighted connections (named weights).



Input layer
hidden layer
output layer

The processing units are arranged in layers. Three parts typically make up a neural network:

1. an input layer with units representing the input fields, 

2. one or more hidden layers, 

3. an output layer with one or more units representing the output field(s).

A Multi-Layer Perceptron is a network with almost one hidden layer. In practice, to each input (Xi) a weight (Wi) is associated; then a combination of inputs and weights is obtained throughout a net potential function (P=f(Xi, Wi)). Finally a transfer function F=g(P) combines the output, which could be the final output or it could be used as an input for the subsequent layer.

The network learns through training by examining individual records, generating a prediction for each record, and making adjustments to the weights whenever it makes an incorrect prediction. 

Initially, all weights are defined with random values. The network learns through training. Examples for which the output is known are repeatedly presented to the network, and the answers (predicted values) it gives are compared to the known outcomes. Information from this comparison is passed back through the network, gradually changing the weights. As training progresses, the network usually becomes increasingly accurate in replicating the known outcomes. This process is repeated many times and the network continues to improve its predictions until one or more stopping criteria have been met.

The stopping criteria that could be used are:

· accuracy: training will continue until the specified accuracy is attained;

· cycles: training will continue for the specified number of cycles (passes through the data);

· time: training will continue for the specified amount of time.

Once trained, the network can be applied to future cases where the outcome is unknown.

In some cases one of the outcomes can have very small frequency. The neural networks can respond badly to such unbalanced data, because they learn only the outcomes with highest frequency and tend to ignore the low ones. The accuracy predictions could be increased if there are roughly equal numbers of each output value. The balancing of the data would be done either by using only a small part of the high frequency cases (as many as the low frequency cases) (balance reduce) or by increasing the low frequency cases (as many as the high frequency cases) (balance boost).

In order to prevent over-training, i.e. the risk that the created network represents perfectly the relations between data without having the feature of generalisation, the initial dataset is split into training and validation sets. The network is trained on the training set, and accuracy is estimated by using the validation set.

When the aim is to verify whether the accuracy prediction of the network improves by varying some parameters (i.e. number of neurons, number of layers, etc.), it is important, in order to have comparable results, to use the same sequence of random values used to initialise the network weights. In fact, even if the network settings and data values are exactly the same, if the weights are different each time the model is executed, it can cause to create different models on different runs, with not comparable results.

In general, the number of input neurons influences the quality of the network: a very high number of inputs has the effect to confuse the network training leading to bad results. For this reason, an opportune a priori selection of the input variables more related with the output variable assumes a fundamental role for achieving good results. In this way, it should be considered that the number of neurons in input depends on the variable type:

· for a quantitative variable the input neuron is only one,

· for a qualitative variable the input neurons are as many as the categories of the variable (minus 1).

It implies that if there is a high number of qualitative variables, each of them with many categories, the number of input neurons is very high, with a consequent bad performance of the network.

One of the problems with neural networks is that the way a trained network makes its decision is not clear because the information encoded by the network is just a collection of numbers; for this reason it is very difficult to work out the reasoning that goes in its decision-making process.

2.2 The software: SPSS Clementine 6.5

Clementine is the SPSS enterprise-strength data mining workbench. It offers many modelling techniques, such as prediction, classification, segmentation and association detection algorithms, integrated by a visual programming interface. This interface can be used to draw diagrams of data operations relevant for the analysis: each operation is represented by an icon (node) and the operations are linked together by arrows in a stream representing the flow of data through each operation.

Clementine is designed to operate on computer systems running Windows 95, Windows 98, Windows 2000 and Windows NT 4.0 with service pack 3 or higher. It requires:

· Pentium compatible processor or higher, a monitor with 1024x768 resolution or higher;

· 80MB minimum free disk space;

· 128MB RAM.

The data sources can be:

· variable file – used for free-field ASCII data;

· fixed file – used for fixed-field ASCII data;

· ODBC – used to import data using ODBC;

· SPSS import;

· SAS import;

· User Input – used to replace existing source nodes.

It is also possible to make operations on records (select, sample, merge, balance, sort, distinct, aggregate, append) and on fields (filter, derive, type, filler, history, set to flag).

Clementine allows using many models, one of which is for training MLP neural networks.

Clementine incorporates several features to avoid some of the common problems of neural networks, including sensitivity analysis to aid in the network interpretation, pruning and validation to prevent overtraining, and dynamic networks to automatically find an appropriate network architecture. 

It is possible to use four training methods for building neural network models:

1. quick: it uses rules of thumb and an analysis of the data to choose an appropriate topology for the network;

2. dynamic: it creates an initial topology, but modifies the topology by adding and/or removing hidden units as training progresses;

3. multiple: it creates several networks of different topologies. These networks are then trained in a pseudo-parallel fashion. At the end of training, the model with the lowest RMS error is presented as the final model;

4. prune: it starts with a large network and removes (prunes) the weakest units in the hidden and input layers as training proceeds. This method is usually the slowest, but it often yields good results.

In order to prevent over-training, it is possible to select an option that randomly splits the data into training and validation set (it is possible to specify the proportion of data to be used for training).

The software gives the possibility to handle many functions, such as, for example:

· perform a sensitivity analysis of the input fields: it provides information on which input fields are most important in predicting output field(s);

· select different stopping criteria;

· specify the number of neurons and hidden layers;

· set random seed (to use the same initial weight for training different networks).

Clementine allows to obtain different output, concerning tables, matrixes, analysis of results, statistics, files, SAS or SPSS export, etc. 

In particular, the analysis node allows the analysis and comparison of results obtained by different predictive models evaluating their ability to generate accurate predictions. It performs various comparisons among actual values and predicted values for one or more generated models. It generates the coincidence matrices that show the pattern of matches between each generated (predicted) field and its target field for symbolic target. A table is displayed with rows defined by actual values and columns defined by predicted values, with the number of records having the partner in each cell. This is useful for identifying systematic errors in prediction.

2.3 The SARs data

The data available for the experiments consist of a sample of around 500,000 records related to the UK population census for 13 geographical areas. Each record corresponds to an individual and variables are referred to individuals and to the household of which the individual is member. 

However, since it is not methodologically correct to handle data referred to the household into an individual dataset (because the dimension of the household could have more influence on results than the applied techniques), each original dataset has been split into two ones, one referred to the individuals and one to the household. The household dataset has been created considering only one record/individual per household. The selected record for each household is the one corresponding to PNUM=1. 

All the available data for the project have been perturbed with a controlled introduction of missing values and errors. Only for some data (corresponding to the geographical area=2) also true data are available for the development phase. 

The data used in the development phase consists of two data sets for the geographical area 2:

1. newhhold(Area2)new with true values;

2. newhhold(Area2)me with simulated missing values and errors.

From each dataset, two datasets have been extracted, one related to the households and one related to individuals, in particular we have:

1. newhhold(Area2)Hh (clean data) and newhhold(Area2)Hhme (with missing and errors): containing 19,112 records (in which each record refers to an household) and 6 variables related to households;

2. newhhold(Area2)Ind (clean data) and newhhold(Area2)Indme (with missing and errors): containing 47,594 records (in which each record refers to an individual) and 20 variables related to individuals.

For the evaluation phase other more general datasets containing other geographical areas (apart from area 2) has been used, where:

1. newhholdtHhm (with missing data) and newhholdtHhme (with missing and errors): containing 196,224 records (in which each record refers to an household) and 6 household variables;

2. newhholdIndm (with missing data) and newhholdIndme (with missing and errors): containing 492,472 records (in which each record refers to an individual) and 20 individual variables.

A preliminary analysis on data has been done on the AREA2 datasets: by comparing the dataset of true values (newhhold(area2)new) with the one of perturbed values (newhhold(area2)me), only actually perturbed variables have been considered.

The following table contains the list of variables contained in the dataset for which the editing process is required (except for HNUM, PNUM and NUMBER that are only identification numbers for individuals and households).

Table 2.1 Variables considered in the development and evaluation phases

DEVELOPMENT
EVALUATION

Newhhold(area2)Hh

newhhold(area2)Hhme
newhhold(area2)Ind

newhhold(area2)Indme
newhholdHhm

newhholdHhme
newhholdIndm

newhholdIndme

HNUM
NUMBER
HNUM
NUMBER

ROOMSNUM
HNUM
ROOMSNUM
HNUM

BATH
PNUM
BATH
PNUM

CENHEAT
AGE
CENHEAT
AGE

INSIDEWC
COBIRTH
INSIDEWC
COBIRTH

HHSPTYPE
DISTWORK
HHSPTYPE
DISTWORK


HOURS

HOURS


LTILL

LTILL


MSTATUS

MSTATUS


MIGORGN

MIGORGN


QUALNUM

QUALNUM


QUALEVEL

QUALEVEL


QUALSUB

QUALSUB


RELAT

RELAT


RESIDSTA

RESIDSTA


SEX

SEX


URVISIT

URVISIT


WORPLCE

WORPLCE


ISCO2

ISCO2

2.4 The procedure 

In general, a single application has been developed for any perturbed variable in SARs dataset. In other words, for each variable a series of steps has been performed in order to obtain the edit/imputation of the variable. At the end of the process, a general dataset has been created by merging the single datasets resulting from the single applications. Moreover, since in the original file, in which each record refers to an individual, also household variables were reported, we consider not correct to handle household variables at individual level, for those variables the household dataset has been extracted and on this dataset the applications have been run. At the end of the process household and individual datasets have been merged together reproducing a final dataset similar in the structure to the original one. 

As far as the editing phase is concerned, two different approaches have been considered and tested. The first approach considers as target variable in the network the presence or absence or errors, while in the second one the target variable is the variable itself and if the predicted value differs form the actual value then it is considered erroneous. In the following the two different approaches are described, even if only the first one has been adopted in the evaluation phase because it was the only one which leads plausible results.

As far as the imputation process is concerned, it has been applied on two datasets, one containing missing values (newhholdm) and one containing missing and errors (newhholdme). In both cases, for each variable MLPs have been trained on those records for which the target value was not missing and the so generated networks have been applied for imputing missing values. The double application had the main purpose to verify the robustness of the method in training the network in presence of errors.

Applications have been run on PC with 128MB RAM 20GB physical memory; the software used are SPSS Clementine 6.5 for training and applying networks, while SAS 8.0 has been used in the pre-processing and post-processing phase.

The data used for the experiments are the SARs data and the detailed description of the datasets is reported in par. 2.3.

3 Evaluation

3.1 Dataset: Newhholdme

Dataset newhholdme has been used for experimenting separately the edit and imputation processes through MLPs neural networks; the dataset contains missing and errors for 492,472 records. Starting from this dataset, in order to have a more practical and correct application the two datasets related to individuals (newhholIindme) and households (newhholdHhme) have been extracted.  

3.1.1 Technical summary

Method: MLP Neural Networks

Training datasets: 

1. newhhold(area2)Hh newhhold(area2)Hhme 

2. newhhold(area2)Ind newhhold(area2)Indme 

3. newhholdIndme

4. newhholdHhme

Hardware used: PC Desktop 128MB RAM 20GB Physical Memory

Software used: SPSS Clementine 6.5, SAS 8.0

Test scope: edit and imputation.

3.1.2 Edit

In the following two different approaches are described, even if only the first one has been adopted for the evaluation phase.

It is also important to underline that all the applications described below have been performed and repeated for each single variable (defined target variable).

3.1.2.1 First approach: flag errors

The starting data set is the set of perturbed data (newhhold(area2)me), with both missing and erroneous values. For this subset of data, original data are available (newhhold(area2)), so with a SAS program for each record an error indicator (ERR+variable name) has been calculated
. In the following, we will show an example concerning the error localisation for the variable ROOMSNUM (number of rooms in the house). 

The dataset used for the training contains the original perturbed values as well as the error indicators, where the target variable is the error indicator (in the example the ERRROOMSNUM). 

The first step is the selection of records containing no missing values on ROOMSNUM. This has to be done, because in this error localisation application we do need to predict a binary indicator assuming only "0" and "1" values, so we have to discard "2" values. Also out of range values have been discarded since these are obviously erroneous. The "Select" node has been applied to operate these selections.

The second step is the partition of the original datasets into two datasets for training and test. This is performed by creating a random variable which assumes only two values (1 and 2) and including all the records with value equal to ‘1’ in the training dataset and all records with value equal to ‘2’ in the test dataset. 

The third step is the selection of the best MLP neural network. For this operation the choice of variables that can be relevant for the development of MLP neural networks for the target variable in the application has been done. This step is very important, as preliminary studies showed that redundant information may limit heavily the predictive capability of a neural network. So it is important to reduce the number of inputs to the ones really relevant. 

Actually, a prior decision concerning which variables are relevant is made in two ways:

· by applying the regression node, which, throughout a stepwise selection of all the variables, single out those directly related to the target value;

· by applying the MLP using in input all variables and selecting those variables, which result from the sensitivity analysis to have more influence on the network definition.

Then different networks were trained by using different inputs (all variables and those resulting from the previous step). Moreover, some parameters have been changed in order to obtain better performance. The most important parameters taken into account, given the results from previous testing made on network definition, are:

· number of hidden layers,

· number of neurons for each layer,

· model selection (quick or prune),

· balance (boost or reduce).

The balance option has been used only in those cases for which the training dataset contains only about 1% of target value ‘1’; in fact, in those cases the system finds many difficulties in creating the network for identifying the ‘1’ values since they are too rare. Therefore, the original dataset can be balanced in order to have the same proportion of ‘0’ and ‘1’ values of the target variable. This can be obtained by increasing the number of records having target value ‘1’ (balance boost) or decreasing the number of records having target value ‘0’ (balance reduce).

The experiments have shown that networks trained with balanced data-sets find a greater number of errors, but the number of “false positive” is up to ten times bigger than the real number of errors. For this reason, networks created by using the balance option have never been applied in the evaluation phase.

Summarising, the models developed and trained in the developments phase are:

Table 3.1 Networks and input variables trained in the development phase

NETWORKS
INPUT VARIABLES

Quick MLP: the default starting network has a simple structure (one hidden layer with 20 neurons) that during the process is made more complex by increasing the parameters (number of layers, neurons, etc.)
All variables


Variables resulting form regression


Main variables relevant from the network definition

Prune MLP: this method starts with a large network and removes the weakest  units in the hidden or input layers as training proceeds.
All variables


Variables resulting form regression


Main variables relevant from the network definition

Quick MLP with balance (boost and reduce): data are balanced increasing the cases with low frequency (boost) or reducing the cases with high frequency (reduce). 
All variables


Variables resulting form regression


Main variables relevant from the network definition

At the end of the process networks have been applied to the test dataset, the predicted values for each model have been compared with the true values and the best trained network has been chosen. The criteria adopted for the selection of the best network are on the following:

· maximise the percentage of values correctly classified,

· maximise the number of errors correctly identified,

· minimise the number of errors introduced with the network.

Finally, the best network has been applied to the whole SARs dataset (newhholdme); in this case, records containing missing and out of range values in the target variable have been previously discarded since they have been considered clearly wrong. At the end of the process, a SAS dataset has been produced; it contains the key variable of the dataset (NUMBER for the individual dataset, HNUM for the household dataset) and the predicted values for the target variable.

This step has been repeated as many times as the number of variables to be edited, obtaining as many datasets as the edited variables. Finally, a final dataset containing the key variable and all the predicted indicator variables has been created by using a simple SAS program.

For the editing phase all missing values and those values which were out of range have been considered clearly errors: for this reason in the output file the flag variables (which indicate 1=error 0=correct) have been put equal 1 and they have been excluded for the MLPs training. It should be underlined that many variables have been perturbed by introducing missing and values out of range and so the introduced errors to be identified through the MLPs were in practice very few. This had obviously a great influence on the capability of the method in predicting well errors. 

It can be noted that in some cases the system was not able to create a model for identifying errors. It was the case of variables DISTWORK, HOURS, LTILL, MIGORGN, QUALNUM, QUALEVEL, ECONPRIM and URVISIT, probably because in those cases the percentage of errors is too low. The system was able to create models only specifying the balance option, but the number of false positive introduced by these models was particularly higher than the real errors: in that cases no models have been constructed and the indicator variable in the final dataset for the evaluation reports only value ‘1’ for missing and out of range values that have been identified with a previous analysis of the data and not with the application of MLP neural networks.

3.1.2.2 Second approach

This approach has been applied only in the development phase but not in the evaluation one; even if results demonstrate that the method is not good for these particular data, we believe that it could be important to describe the adopted procedure. The subset for which clean and perturbed data are available (newhhold(area2) and newhhold(area2)me) has been used for the experiments. As it has been done for the first approach (par. 3.1.2.1), all missing and out of range values for the target variable have been excluded. 

The steps of the process are the same used in the first approach, with the difference that the target value, in this case, is not the error indicator but is the variable itself.

In this case the output file obtained by applying the generated networks to the evaluation dataset (newhholdme) was composed by three variables: the identification variable (NUMBER for the individuals and HNUM for households), the original variable and the variable predicted by the network; starting from this file, by comparing the original variable with the predicted one, a flag variable has been created which assumes value equal 1 if values are different and 0 otherwise. Moreover, all records for which the original variable presents missing and out of range values have been put equal to 1 in the flag variable.

Finally, the files containing flag variables calculated for all variables to be edited have been merged into a general dataset in the same format of the original dataset, with the difference that here the variables contain only values 0 or 1 indicating the absence or presence of errors.

This method has not been applied in the evaluation phase, because during the development phase tests made on the dataset for which it was possible to verify the goodness of the method (newhhold(area2) and newhhold(area2)me) demonstrate that the model introduces a great number of errors. Below an example on variable ROOMSNUM (number of rooms) is reported in which the confusion matrix compares the effective errors with those classified as errors by the model.

Table 3.2 Example on variable ROOMSNUM


Classification according to the model

Actual values
0 (correct)
1 (erroneous)
total

0 (correct)
2882
5390
8272

1 (error)
145
309
454

total
3027
5699
8726

In this case the percentage of errors in the dataset is 5.5%; however the model introduces 65% of new errors because, according to this approach, each value not exactly fitted is classified as an error.

3.1.3 Imputation

This process, as for the editing one, has been performed step by step for each single variable. The dataset to be imputed contains missing values and errors. The subset without missing and out of range values for the target variable has been used for training neural networks setting the variable to be imputed as target variable. In order to select the best network, the training dataset has been split into two subsets, one used to train the networks and the other one to test the efficiency of the networks: the predicted values for each model have been compared with the true values in the test set and the best trained network has been chosen. The criterion adopted for the selection of the best network consists in maximising the percentage of  values correctly predicted. Then the generated network (the best one among different networks) has been applied to those records with missing values.

The output file was composed by three variables: the identification variable (NUMBER for the individuals and HNUM for households), the original variable and the imputed variable obtained by applying the network; starting from this file the predicted values have been substituted in place of the missing values. Finally, the files containing the imputed variables have been merged into a general dataset in the same format of the original dataset.

3.1.4 Results

The results obtained from the application of the processes described in the previous paragraphs are summarised in the following table, which, for each variable, shows some indicators useful for the evaluation of the method. These indicators are the result of the application of the software produced by NAG to the datasets produced respectively for the edit phase and the imputation phase. 

3.1.5 Results of editing

In Table 3.3 the editing results are presented. As far as household variables concern, the alpha values are quite high, pointing to a large proportion of undetected errors. An exception is represented for Bath and Insidewc for which almost all errors have been localised.

The beta’s is quite low, indicating that only few correct values were considered incorrect in the editing process; among those variables Cenheat presents the highest value (0.15).

The delta range, giving the overall figure of misclassifications, varies from 0.006 (Bath) to 0.173 (Cenheat).

Table 3.3 Error localisation indicators on household variables


alpha
beta
delta
Dcat

Bath
0,000366
0,006314
0,005924
0,000024

Cenheat
0,711891
0,152842
0,173182
0,025900

Insidewc
0,000091
0,036082
0,034375
0,000004

Hhsptype
0,926393
0,004884
0,028356
0,023596

Roomsnum
0,979926
0,002403
0,052109
0,049829

As far as individual variables concern, the alpha values vary per variable, from a situation in which large errors have been localised (0.099) to situations in which no error have been localised. In particular for some variables, for example Ltill and Migorgn the system was not able to train a network for localise errors. In these cases some errors (missing and out of range values) were found in the pre-processing phase and not through the MLP application.

The beta’s is quite low, indicating that only few correct values were considered incorrect, it should be underlined that variables for which beta is zero are those for which the system was not able to build a network and, then, to those no error localisation procedure has been applied.

The delta range, giving the overall figure of misclassifications, varies from 0.001 to 0.095.

Table3.4 Error localisation indicators on individual variables. Discrete variables

alpha
beta
delta
Dcat

Cobirth 
0,172715
0,088375
0,094686
0,012923

Distwork (*)
0,237681
0
0,003013
0,003013

Ltill (*)
0,109920
0
0,006059
0,006059

Mstatus 
0,302392
0,001585
0,015705
0,014195

Migorgn (*)
1
0
0,007417
0,007417

Qualnum (*)
0,213121
0
0,001296
0,001296

Qualevel (*)
0,229455
0
0,001732
0,001732

Qualsub 
0,905278
0,000378
0,007050
0,006675

Relat 
0,312877
0,011732
0,030788
0,019799

Residsta 
0,243363
0,011325
0,026218
0,015620

Sex 
0,105027
0,000373
0,007166
0,006818

Termtim 
0,464274
0,000124
0,005826
0,005704

Urvisit (*)
0,750000
0
0,000689
0,000689

Workplce 
0,099114
0,007691
0,009753
0,002236

Econprim (*)
1
0
0,008819
0,008819

Isco2 
0,770063
0,00132
0,007480
0,006171

(*) No networks have been applied.
Table 3.5 Error localisation indicators on individual variables. Quantitative variables

alpha
Beta
delta
RAE
RRASE
RER
tj
AREm1
AREm2

Age
0,630947
0,00751
0,050999
-0,01318
0,000226
4,583333
-63,9826
0,010338
0,013562

Hours(*)
0,764483
0
0,018681
-0,00753
0,000321
3,291667
-24,2650
0,057431
0,031029

(*) No networks have been applied.
3.1.6 Result of imputation on perturbed dataset with missing and errors

The Wald statistic (which extent is to measure if an imputation procedure preserves the marginal distribution of a categorical variable by comparing the imputed and true distributions of the variable across these categories) presents a large variation in its values.

As far as quantitative variables (Age and Hours) concern, the imputation criterion dL1 provides inside in the predictive accuracy of the imputations on record level. The values for the two variables are low and quite similar. There are also low values of the Kolmogorov-Smirnov distance function (K-S) which evaluates the distributional accuracy, indicating a sufficient preservation of the distribution of the true data values. The R2-statistic indicates that only a small part of the variance in the true values remains unexplained by the imputed values for the Age, while more than 87% of variance is unexplained for the Hours. The slope is near 1 indicating that there is no systematic bias in the imputations. 

Table 3.6 Results of imputation on household variables


W
D
Eps

Bath
3056,238
0,088384
0,078150

Cenheat
11651,87
0,292088
0,284134

Insidewc
1669,338
0,055196
0,044057

Cars
11494,17
0,512887
0,505681

Hhsptype
1122,822
0,529624
0,520989

Roomsnum
8559,666
0,768465
0,763088

Tenure
15885,57   
0,842332
0,837166

Table 3.7 Results of imputation on individual variables Discrete variables


W
D
Eps

Robirth
8139,730
0,231334
0,222340

Distwork
3661,929
0,595538
0,583997

Ltill
100,8097
0,105946
0,095663

Mstatus
2809,312
0,197666
0

Migorgn
3335,061
0,998805
0,997609

Qualnum
1313,639
0,046752
0,035252

Qualevel
1659,173
0,553001
0,532199

Qualsub
2385,807
0,779621
0,765168

Relat
1185,921
0,167748
0,156883

Residsta
828,8696
0,027502
0,017340

Sex
1706,069
0,236724
0,227158

Termtim
189,751
0,091426
0,054295

Urvisit
342,7484
0,841699
0,806736

Workplce
647,3367
0,115547
0,098447

Econprim
465,4885
0,237246
0,219758

Isco2
10535,38
0,788216
0,781668

Table 3.8 Results of imputation on individual variables. Quantitative variables

Age
Hours

Slope
0,995302
0,999335

t-val
-5,35835
-0,95708

Mse 
78,4429
161,6645

R^2  
0,853395
0,165328

dL1  
6,738554
6,68879

dL2  
8,859067
12,71402

dLinf
60
90

K-S  
0,109
0,164

K-S_1
0,043
0,038

K-S_2
0,003
0,003

m_1  
0,830119
1,995543

m_2  
60,685200
173,221300

MSE
3,074862
1,415272

3.2 Dataset: newhholdm

The dataset newhholdm has been used for evaluating the imputation process by MLP neural networks; the dataset contains missing values for 492,472 records. Starting from this dataset, in order to have more correct and practical application, the two datasets related to individuals (newhholIindm) and households (newhholdHhm) have been extracted.  

3.2.1 Technical summary

Method: MLP Neural Networks

Training datasets: newhholdIndm and newhholdHhm
Hardware used: PC Desktop 128MB RAM 20GB Physical Memory

Software used: SPSS Clementine 6.5, SAS 8.0

Test scope: imputation.

3.2.2 Imputation

Also this process has been performed step by step for each single variable. The dataset to be imputed contains missing values and correct values. The subset containing correct values has been used for training neural networks in which the target variable was the variable to be imputed. 

In order to select the best network, the training dataset has been split into two subsets, one used to train the networks and the other one to test the efficiency of the networks: the predicted values for each model have been compared with the true values and the best trained network has been chosen. The criterion adopted for the selection of the best network consists in maximising the percentage of  values correctly predicted. Then the generated network (the best one among different networks) has been applied to those records with missing values. 

The output file was composed by three variables: the identification variable (NUMBER for the individuals and HNUM for households), the original variable and the imputed variable obtained by applying the network; starting from this file the imputed values have been substituted in place of the missing values. Finally, the files containing the imputed variables have been merged into a general dataset in the same format of the original dataset.

3.2.3 Results

The results obtained from the application of the process described in the previous paragraphs are summarised in the following table, which, for each variable, shows some indicators useful for the evaluation of the method. These indicators are the result of the application of the software  produced by NAG to the datasets produced for the imputation phase. 

3.2.4 Result of imputation on perturbed dataset with only missing

The Wald statistic (which extent is to measure if an imputation procedure preserves the marginal distribution of a categorical variable by comparing the imputed and true distributions of the variable across these categories) presents a large variation in its values.

As far as quantitative variables (Age and Hours) concern, the imputation criterion dL1 provides inside in the predictive accuracy of the imputations on record level. The values for Age is low and quite similar to the ones obtained using the dataset with missing and errors, while the value for variable Hours increases. There are also low values of the Kolmogorov-Smirnov distance function (K-S) which evaluates the distributional accuracy, indicating a sufficient preservation of the distribution of the true data values. However, Hours present a value of K-S higher than the same value observed in the dataset with missing and errors.

The R2-statistic indicates that only a small part of the variance in the true values remains unexplained by the imputed values for the Age, while more than 78% of variance is unexplained for the Hours, less than in presence of errors. The slope for Age is near 1, as it was in the case of presence of errors, while for Hours it is very different, indicating a systematic bias in the imputations. 

Table 3.9 Results of imputation on household variables


W
D
Eps

Bath
17,28814
0,000482
0

Cenheat
10045,91
0,292326
0,284031

Insidewc
11,52381
0,000593
0

Cars
11458,46
0,500575
0,493347

Hhsptype
838,9483
0,527905
0,519842

Roomsnum
6877,852
0,652047
0,645603

Tenure
3890,001
0,415321
0,405804

Table 3.10 Results of imputation on individual variables Discrete variables

W
D
Eps

Cobirth
8633,011
0,227475
0,218627

Distwork
4825,774
0,582252
0,570502

Ltill
3012,488
0,093333
0,083081

Mstatus
2600,258
0,173774
0

Migorgn
3545,025
0,994750
0,992341

Qualnum
1065,508
0,041112
0,029724

Qualevel
1572,781
0,628282
0,606594

Qualsub
1308,464
0,789407
0,773111

Relat
996,7533
0,148781
0,138097

Residsta
816,1392
0,026990
0,017044

Sex
1582,343
0,229891
0,220453

Termtim
45,94471
0,064555
0,025821

Urvisit
379,1689
0,749681
0,713921

Workplce
552,8755
0,105609
0,088568

Econprim
934,3305
0,240762
0,225360

Isco2
13024
0,751936
0,745768

Table 3.11 Results of imputation on individual variables. Quantitative variables

Age
Hours

Slope
1,019467
0,67332

t-val
24,68808
-317,941

mse  
71,12676
115,8714

R^2  
0,863691
0,219072

dL1  
6,274713
18,16781

dL2  
8,482209
20,46043

dLinf
61
90

K-S  
0,103244
0,707537

K-S_1
0,035417
0,186388

K-S_2
0,002049
0,085017

m_1  
0,524163
16,73302

m_2  
148,7667
1459,025

MSE
0,002858
0,320872

4 Conclusions/recommendations

The application of the entire process for editing and imputation requires a lot of time. In particular, most of this time has been used for training the neural networks. It obviously depends on the number of records and on the number of inputs (variables): by increasing these numbers the computing time increases exponentially. The time of network training depends also on the relations among variables: if it is strong, the network is able to identify them in few time. 

Also the options set for training the networks have an influence: usually the prune method or a large number of hidden layers requires more time than the quick method.  The hardware resources are not less important for this matter.

Performances of the trained MLP neural networks are also different considering the type of variables: in some cases the a priori selection of the input variables plays an important role in obtaining a good performance. In fact, for the categorical variables each modality is represented by a input neuron, so a great number of modalities implies a great number of inputs for the network. It should be considered that in the case of this project the number of variables is not very high, so that their a priori selection doesn’t play a so relevant role for the model building, but only in terms of computing (less input variables lead to a faster application).

In general, by varying the model parameters (number of layers, neurons, etc.) only low differences have been derived in the model performance. In some cases, especially for networks trained for individual variables using all variables in input, the system was not able to create models by using the prune method, but the best models are those trained with a quick method.

The method allows to use background knowledge. It means that the first time that the method is applied to a dataset, it requires a lot of time, but the networks, once trained, can be easily and quickly applied to other similar dataset (for example to same data collected in successive periods). It should be stressed that the presence of errors in training the network for the missing data imputation does not imply differences in the network training, which, from this point of view, seems to be very robust. 

The main characteristic of the MLP neural networks is the ability of finding non linear relations between the independent variables and the output variable: however, if the variables are linearly correlated , the network is not recommended.

In general, from the results obtained in the development phase and confirmed in the evaluation one, the percentage of false positives (% of correct cases classified as errors) is very low, while the percentage of errors not localised by the network is often very high.

The number of errors present in the training dataset also represent an important element for the success of the method. In our experiment on SARs data the networks have been trained on very few errors (sometime we trained networks on data with 30 errors on 50,000 cases): in this case the network tends to ignore these cases and it classifies all values as correct. The balance option, whose purpose is just to increase those cases for training, normally does not help the network to better identify these errors but it creates more confusion and usually it introduces more errors. However, for a better evaluation for the method, an experiment on a dataset with a more consistent percentage of errors should be replaced, where errors should not be missing or out of range values because for these type of errors the use of the MLP is not necessary.
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� Any indicator contains the following values: 0=original value; 1=erroneous value; 2=missing value.
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