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Abstract— We proposea realizable RCLK-in-RCLK-out parasitic re-
duction technique.The method employsgeneralizedY- � transformation.
In our method, admittances are kept in their original rational forms
of � , and their orders are reduced by truncating high-order terms.
Therefore reduced admittances match the low-order terms in exact
admittances. First-order realization of admittances is guaranteed, and
higher-order realization is achieved by template optimization using
Geometric Programming. The algorithm uniquely uses common-factor
identification and cancelation operations to make Y- � transformation
numerically stable. The experiment shows that our method can achieve
higher reduction ratio than TICER and comparable simulation results
with PRIMA.

Categories& Subject Descriptors: B.7.2 Simulation,B.8.2 Perfor-
manceAnalysis& DesignAids, G.2.2GraphTheory.
General Terms: Algorithms, Performance,Design.
Keywords: Y- � Transformation,model order reduction, parasitic
reduction.

1. I NTRODUCTI ON

With ever increasingdesigncomplexity hugeamountof extracted
interconnectdatasizehaspushedthecapacityof existing timing/noise
analysisand transistorlevel simulation tools to the limits. Recent
work in the model order reductionhasbeenfocusedon generating
stable and passive macromodels[1]–[6]. However, these models
cannotdirectly be fed into a generalsimulator. Integratingrealizable
reductiontechniquesinto designflow of realapplicationsshows more
advantanges.For example, RC-in-RC-out like reduction technique
hasbeenusedwidely in theextractionandtransistorlevel simulation
stage.

Liao [7] proposesa methodto realizereducedRC macromodels
from progressively mergedsub-circuits.Sheehan[8] presentsanRC-
in-RC-out reductionschemenamedTICER, in which internalnodes
with extremely large and small time constantsare eliminatedusing
Gausseliminations.A nice propertyof the methodsis that reduced
RC circuits can be plugged back into the systemand simulated
usingany generalsimulator. At thesametime they preserve the zero
and first order of moments.But thesemethodsonly work for RC
networks.

In anotheraspect,topologicalanalysis[9] is an approachto cal-
culating driving-point admittancesusingCramer’s rule in � -domain.
Thedeterminantof anadmittancematrixof apassive network without
mutual inductancesis equal to the sum of all the tree admittance
productsof the network. Hencethe methodavoids cancelationsin
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theexpansionof determinants.However, enumeratingall the treesin
a large network is very difficult.

RecentlyIsmail proposesDTT to approximatetransferfunctionsin
tree-structuredRLC networks by direct transfer-function truncations
[10]. The transfer functions are kept in the rational form so that
low-ordermomentsarematchedimplicitly. Sincea truncatedtransfer
function may not be a positive real function, the method is not
compatiblewith generalsimulatorseither.

Unsatisfiedwith these limitations, we devise a new RCLK-in-
RCLK-out reductionmethodbasedon Y- � transformation[11] [12]
for generalRCLK-VJ1 linear networks. The idea is that, given such
a network, we perform Y- � transformationon all internal nodesin
an efficient order. Y- � admittancesin eachtransformationare kept
in the rational form, and admittanceswhoseorder is higher than a
threshold� will be truncated.Unlike topologicalanalysisandother
symbolic approaches,the new reductionmethodonly evaluatesthe
first � termsin the denominatorand numeratorof � admittances.2

Discardedhigh-orderterms,however, do not affect the preservation
of the low-orderterms,i.e., the low-ordertermsarepreciselythefirst�
	�� termsin exact admittances.

The main contribution of this paper:
1) Realizability of reducedRCLK network is achieved via Y- �

transformationandGeometricOptimization;
2) Fidelity of low-ordertermsin � admittancesarekept, andthe

ordersof � admittancesarereducedto no more than � ;
3) First �	�� momentsof exactadmittancesarematchedimplicitly

by reducedY- � admittances,including the zeroordermoment
for DC correctness;

4) Two kinds of common-factor effects are first discovered in
Y- � transformation.The findings lead to essentialnumerical
improvementto Y- � transformation.

The remainingof the paperis organizedas follows. Generalized
Y- � transformationformula aregiven in Section2. Common-factor
effectsareillustratedandsolvedin Section3. In section4, we present
theRLC realizationmethodusingGeometricProgramming.Section5
reviews theproposedreductionalgorithm.Section6 shows examples
andexperimentalresults.

2. GENERAL I ZED Y- � TRANSFORM ATI ON

First we clarify theassumptionsandnotationswe will usethrough-
out thepaper. We confineour discussionto linearRCLK-J networks.
We assumethatall currentsourcesareshuntto groundandall storage
elementshave no initial conditions.3����� denotesthe � -th labelednode,where � startsfrom � . Nodes

areeliminatedin the order labeled;

1A RLCK-VJ network containsresistors,capacitors,inductors,K elements,
independentvoltageandcurrentsourcesonly.

2Y and � admittancesare referring to inputs and outputs of a Y- �
transformation.

3Voltage sourcesand floating current sourcescan be converted to shunt
current sourcesusing sourcetransformation,and initial conditions can be
simply modeledasconstantcurrentor voltagesourcesin � -domain.
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� when the � -th node is eliminated, the network will be up-
dated� accordingly. We label the network (graph) before the
elimination as � ����������� �"! , and the network (graph) after as� �$#&% ��� �$#&% ��� �$#&% ! ;� � �(' � �*) ! denotesthe branchbetween��' and �*) , + '-, ) the admit-
tanceof � � '.� � )"! , / ' the current sourceimpinging on � ' , and0 ' the neighborsetof �(' . A superscript� � ! on thesenotations
standsfor “in � � ”;� Thefirst neighborof � ' is thenodein

0 ' with thesmallestlabel.

Our Y- � transformationis generalizedin thefollowing threeways:

1) it identifiesand cancelscommonfactorspresentin � admit-
tancesto assurenumericalstability;

2) it covers circuits of general topology in contrast to DTT,
which is tree-based.Aside from RLC, it alsocoversmutualK
elementsandcurrentsources,which call for moresophisticated
sourcetransformationbecauseof common-factor effects.

3) it eliminatesnodesefficiently by dynamicallychoosingtheone
with the minimum degree.In TICER, however, the degreeof
quick andslow nodesis not a concernin its orderingscheme.

We cover K-elementtransformationin the next sub-section,fol-
lowed by Y- � transformationformula. Common-factor effects will
be coveredin the next section.

2.1. Conversion of Mutual K Branch

RLC canbe handleddirectly by Y- � transformationbecausethey
have well-known admittanceforms in � -domain.Mutual inductors,
on thecontrary, have no simpleadmittanceform. Becausethebranch
voltage 1 % of a mutual inductor relys on currentvariationsin more
thanbranchesincluding itself��%32546%7% / % �3	 46%98 / 8 �3	�:$:$:(;
Including mutual inductorsis difficult, becausewe are not able to
eliminate a node if one of its incident branch inductively couples
with more thanonebranch.

Alternatively, with K elements,inductive couplingcanbemodeled
in sucha way that variation of a branchcurrentreplieson multiple
coupling branchvoltages./ - � relationshipof mutual K elementsis
given by < %7%� ��% 	 < %98� ��8 	�:$:$: 2 / %=� (1)

where � ' ’s arebranchvoltages.
In order for us to invoke Y- � transformationon arbitrary nodes,

we still have to changemutual-K elementsto self-K elements.In
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Fig. 1. Conversion on mutual K in � -domain: (a)given mutual K; (b)
convertedself K.

Fig. 1(a), the KCL equationsfor the four nodesin termsof ��% and��8 canbe written as < %7%� ��% 	 < %98� ��8J2 / %< %98� ��% 	 < 878� ��8J2 / 8 ; (2)

One can check that the KCL equations for the four nodes in
Fig. 1(b) are exactly the sameas (2), so that (b) is equivalent to
(a). However, (b) hasonly self-K elements.Althoughsomevaluesin
(b) are negative, the circuit is still passive becauseK-basedmethod
guaranteesthe extractedK matrix to be positive definite.

2.2. GeneralizedFormula for Y- � Transformation

The generalizedY- � transformationformula for linear RCLK-VJ
networks aregiven below.

Theorem 1 (Y- � Formula): Suppose��� in � � is the nodebeing
eliminated.K �(' � �*)MLN��� ’sneighbors

0GO �$P� , if branch� �(' � �*) ! is not in� � , thenit will beaddedinto � �$#&% after � � is eliminated;otherwise
anew admittancewill beaddedon to thebranchin � �$#&% . Admittance+ O �$#&%9P' ) for � �(' � �*) ! is calculatedas

+ O �$#&%9P' ) � � !2 + O �$P' ) � � ! 	 + O �$P' � � � !RQ + O �$P) � � � !S5T + O �$PT � � � ! � K � T L 0 O �$P� ; (3)

If / O �$P�VU2 � ,
/ O �$#&%9P' � � !2 / O �$P' � � ! 	 + O �$P' � � � !S5T + O �$PT � � � ! / O �$P� � � !W� K � T � �('GL 0 O �=P� ; (4)

For admittancesandcurrentsourcesnot mentionedabove, they will
be inheritedfrom � � to � �=#?% .

The theoremstatesthat whenwe perform Y- � transformationon��� , neighborsof ��� in � � will becomepairwiseadjacentin � �=#?% .
And if ��� in � � has a current source,then eachof its neighbors
will have a current sourcein � �$#&% . It can be proven by solving
for 1 � from the KCL of ��� in terms of other voltage variables
and substitutingthe solution for 1 � in other KCL equations.The
proposedtransformationis differentfrom Gausselimination,because
we calculate + O �=#?%9P' ) in (3) only up to the term of order � . Since
computationof higher-order termsis skipped,we get an approxima-
tion of + O �$#&%9P' ) whosenumeratorand denominatorare equal to the

first � terms in + O �=#?%9P' ) ’s numeratorand denominator, respectively.
Stableadmittancesand transfer functions can be obtainedfrom �
admittancesbecauseof this niceproperty[14]. This further treatment
is not in DTT.

Corollary 1: If all RLC elementsin a linear network arepositive,+ O �$#&%9P' ) in (3) is a rational function of �
+ O �=#?%9P' ) � � !2YX O �$#&%9P' )Z O �$#&%9P' ) 2 S\[]_^a`(b ] � ]S5cd�^a`(e d � d � (5)

and b ] , e d in (5) arenon-negative.
Corollary. 1 holds becauseno subtraction is introduced in (3).
Note that all the coefficients of powers of � in (5) are computed
numerically.

3. COM M ON-FACTOR EFFECTS

Commonfactorsare introducedinto the numeratorand denomi-
natorof new admittanceandcurrentsourcein (3) and(4). They are
harmful because1) they causeexponentialgrowth of the magnitude
of coefficients in the numeratorsand denominators;2) they create
fake zeros/polesthathamperpole/zeroapproximation.Unfortunately,
common-factor effects are presenteven thoughwe perform trunca-
tions. First we go throughan exampleto show whenthesecommon
factors are generatedand what they are composedof. Then we
will give theoremsfor their existence.The impactof common-factor
effectson Y- � admittancesis discussedin the experiments.
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Fig. 2. A numericalexampleshowing commonfactor existence:(a) k ` is
to be eliminated;(b) k % is to be eliminated;(c) k ` and k % eliminated.

3.1. Exampleon Common-Factor Effects

A second-ordercircuit is given in Fig. 2(a).We want to applyY- �
transformationon � ` and � % orderly. First we eliminate � ` using(3)
in Fig. 2(a).After the transformation,we have six admittancesin (b):+ O %9P%98 2 h �l + O %9P% g 2nm � 8l + O %9P8 g 2 jl+ O %9P% f 2no � 8l + O %9P8 f 2 il + O %9Pf7g 2 � h �l � (6)

where l�p �R	rq"�J	 h � 8 . Note that l is the commondenominator
of the new admittancesin (6).

Next we eliminate � % in (b). The admittancein (c) is computed
againusing(3). for instance,

+ O 87P8 f 2 + O %9P8 f 	 + O %9P%98 Q + O %9P% f+ O %9P%98 	s+ O %9P% f 	�+ O %9P% g ; (7)

Insert (6) into (7),

+ O 87P8 f 2 o �3	 j h � 8 	�� h � fl � h �3	�� j � 8 ! ; (8)

Note that we have considered l as a common denominator, so
that the result in (8) is simplified. Without identifying this common
denominator, we would have

+ O 87P8 f 2 o � l 8 	�� m � 8 l 8 	 h j � 8 l 8 	5� h � f l 8l � h � l 8 	 o � 8 l 8 	 m � 8 l 8 ! ; (9)l in (6) is called “type-I common factor”, when it is shared
explicitly amongdenominatorsof admittancesincident to the node
being eliminated,e.g., � % in Fig. 2(b). Note that the existenceof
type-I commonfactor is not straightforward in the casethat � % is
alsoadjacentto nodesbesides� ` ’s neighborswhen � % is eliminated,
andin thecasethatothernodesareeliminatedbefore� % andafter � ` ,
whenadmittancemerging happens.In the two cases,l is generally
just a factor sharedby the denominatorsof someof the admittances
incident to � % .

To show the otherkind of form of commonfactor l , we go back
to look at (8). Interestingly, l is presentin not only thedenominator,
but also the numerator, becauseo �G	 j h � 8 	t� h � f canbe factorized
as o � � �*	
q"�u	 h � 8 !G2 o � l . Therefore,l is commonfactorsharedby
thedenominatorandnumeratorof + O 87P8 f . We compute+ O 87P8 g and + O 87Pf7g
in thesameway, andit turnsout that l is presentin their numerators
and denominatorsas well. Becausethe presenceof l is implicit in
the numerators,we nameit as “type-II commonfactor”.

In summary, we have foundout thatType-Icommonfactor emerges
explicitly in the denominatorof every new admittanceimmediately
after � ` is eliminated.Type-II postponesuntil � % — thefirst neighbor
of � ` is eliminated, when type-II emerges implicitly in both the
numerator and denominatorof every new admittanceinduced by� % . Both typesof commonfactors needto be treatedfor numerical
stability concerns.Sub-section3.2 to 3.5 clarify the compositionof
commonfactors,and their existencein � admittancesand current

sourcesfor generallinearnetwork reductionusingtheproposedY- �
transformation.We will make the theoremseasyto follow. Rigorous
proofscanbe found in [13].

3.2. Compositionof CommonFactor

Theorem 2: Suppose�B� is to be eliminated, ��� has v neighbors
in � � , and the admittancesof branchesincident to ��� are denoted
as w Dx(D � w Hx�H � :$:$: � wayx y . Type-I and type-II commonfactorsassociated
with ��� areequalto l � , which is definedas:

l � 2 S [' ^ %Rz X '|{ [) ^ % , )"}^ ' Z )_~� � � where
� � 2 � I %�' ^a` l ]_�' ; (10)� ' is the numberof denominatorsin � Z % � Z 8 � :_:$: � Z [�� with factorl ' .

Th. 2 defines the composition of type-I and type-II common
factors4 in a recursive way, basedon Th. 1. It is derived from the
denominatorof thenew admittance5 in (3), andwe have simplified it
by consideringtype-I commonfactorsin denominators

Z %_� :$:$: � Z [ .
Each node has a unique l which emerges at different times in
different forms: it appearsexplicitly first in denominatorsasa type-
I commonfactor, and it appearsimplicitly later in numeratorsand
explicitly in denominatorsasa type-II commonfactor. l ’s areatomic
commonfactors.

� � definedin (10) are composedof one or more
differentatomiccommonfactors.

3.3. Existenceof Type-I CommonFactor

A Type-I common factor associatedwith any node � � appears
immediately after it is eliminated.We figure out that l � in (10)
definesa factor that the denominatorof every new admittancewill
have after � � is eliminated.Evenwhenadmittancemerging happens,
i.e., + O �=P' ) U2 � , the factor is still with the denominatorof the

resultant admittance + O �$#&%9P' ) . Becausewhen two admittancesare
merged, their denominatorsare multiplied together. So that a factor
in any denominatorbefore the merging is still a factor in the new
denominatorafter it. We formally statethe observation in Th. 3.

Theorem 3 (Existenceof Type-I CommonFactor): After ��� in� � is eliminated, K �(' � �*)�Lt�B� ’s neighbors
0O �$P� , the denominator

of new admittance+ O �$#&%9P' ) in � �$#?% will have a factor l � associated
with ��� .
3.4. Existenceof Type-II CommonFactor

A Type-II commonfactorassociatedwith any node �B� appearsin
bothnumeratorsanddenominatorsof new admittancesafter ��� ’s first
neighboris eliminated.Identifying the existenceof type-II common
factorsis very difficult, becausethey appearin numeratorsimplicitly.
The proof of their existenceis a key steptowardsan effective and
efficient Y- � transformationfor our reductionpurpose.

Theorem 4 (Existenceof Type-II CommonFactor): Suppose ���
is the first neighborof ��� in � � . After ��� and ��� are eliminated,K � '.� � ) U2 ����L��B� ’s neighborset, the numeratorand denominator
of new admittance + O ��#&%9P' ) in � ��#&% has a common factor l �
associatedwith �B� .

Theorem 5 (RecursiveExistenceof Type-II CommonFactor):
Suppose��� is the first neighborof �B� in � � , and l � is associated
with � � . Th. 4 holdsno matterhow many nodesareeliminatedand
how many type-II commonfactorsare cancelledin � admittances
between��� ’s and ��� ’s eliminations.

Similar to mathematicalinduction,Th. 4 laysthefoundationof the
existenceof type-II commonfactors,andTh. 5 affirms that it is safe
to canceltype-II commonfactorsat any time after they appear.

4Commonfactor associatedwith a nodechangesaccordingto different �
(orderof truncation).But the common-factor effectsarepersistent,������� .

5It refersto the admittanceon the right in (3) beforethe merging.
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3.5. Existenceof CommonFactor in Current Source Transformation

Currentsourcetransformationis performedalongwith Y- � trans-
formation.Common-factoreffectsin the latteroccurin the formeras
well. We summarizethemin Th. 6.

Theorem6: Suppose� � is thefirst neighborof � � in � � , and l �
is associatedwith ��� .

1) If �B� has a current source / O �=P� , then after �B� is eliminated,K � ' L\� � ’s neighbors
0 O �$P� , the denominatorof new current

source/ O �$#&%9P' in � �$#&% will have a factor l � ;
2) After �B� and ��� areeliminated,K �('GL���� ’s neighbors

0 O �$P� in� ��#?% , the numeratorand denominatorof new currentsource/ O ��#&%9P' hasa commonfactor l � . Thestatementholdsno matter
how many nodesareeliminatedandhow many type-II common
factors are cancelled in Y- � admittancesand transformed
currentsourcesbetween��� ’s and �B� ’s eliminations.

4. � ADM I TTANCE REAL I ZATI ON

After eliminating all internal nodes using Y- � transformation,
we realize each � branch by calling for a positive real function
approximation.Sinceall the coefficients in � admittancesare non-
negative, first order realization is guaranteed.Therefore Elmore
delaysof original networksarepreserved.Higherorderrealizationof� admittances6areachievedby choosinga passive templatestructure
with the sameorder and do the approximationwith the constraints
that eachelementneedsto be positive and the momentsare kept
approximatelythe same.

4.1. First Order Realization

For any second-order� admittanceof the form+ ' )�� � !2 b ` 	�b % �e ` 	�e % � � (11)

it is seenfrom Corollary 1 thatb ` � b %_� e ` � e %�� ��;
If b ` e %5� b % e ` , + ' ) � � ! in (11) can be realized using circuit in
Fig. 3(a), where� %32 e %b % � 862 b % e `6� b ` e %b ` b % � 2 b 8 %b % e `J� b ` e %�� (12)

otherwiseit canbe realizedusingcircuit in (b), where� % 2 e `b ` � 8 2 b ` e % � b % e `b ` b % 4�2 b ` e % � b % e `b 8` ; (13)
PSfragreplacements
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Fig. 3. First OrderRealization:(a) RC configuration;(b) RL configuration

Consider RC networks with each branch consisting of a con-
ductance� ' and capacitance� ' in parallel. Someelementsmay be
absent,in which casethe corresponding� ' or � ' is zero.For sucha
network with two branches,the � admittanceafter the centernode
is eliminatedis + %98"� � !2 � % � 8 	 � � % � 8 	�� 8 � %�! �� � % 	�� 8$! 	 � � % 	�� 8_! � ;
It canbe seenthat� % � 8 � � % 	�� 8 !3��� � % � 8 	�� 8 � % !(� � % 	�� 8 !��

6 � admittancescanbechangedto stableadmittancesbeforetherealization
is called.

so that + %98 can be realizedusing RC model shown in Fig. 3(a). It
canbe proven by inductionthatany � admittancereducedfrom any
RC network canbe realizedby the RC model.

4.2. TemplateRealization

To achieve high-orderapproximationto � admittances,we devise
high-ordertemplatesborrowed from circuit structuresin admittance
realization theory. For example, the circuit shown in Fig. 4 is a
structureused in Brune’s synthesisprocedure[15]. When serial-
parallel withdrawal doesnot work for a realizableadmittance,one
can always invoke Brune’s procedureto realize it using a similar
structure.The method,however, can not be applied directly to �
admittances,becausetheseadmittancesaretruncatedsothatthey may
not be realizable.But since the � admittancespreserve low-order
termsof exactinputadmittances,whicharepositive realfunctions,we
canexpect that the � admittancesarepositive andreal within some
moderatefrequency range.This inspiresusto usethegeneralBrune’s
admittancestructureastemplatesto approximatethe � admittances,
with the constraintthat eachelementneedsto be positive and the
objective that the coefficients of the � admittancesare matchedas
muchaspossible.

In Fig. 4, theshuntRLC boxrepeatsthesamecircuit topologyfrom
the left, but elementsmay have different values.It is therebecause
Brune’s realizationprocessmay have multiple cycles.In eachcycle,
it usesthenetwork on the left to the RLC box to reducetheorderof
the input admittance+ � � ! by two, until theRLC box canberealized
by a conductance.In Brune’s realizednetworks, 4J% is allowed to be
either positive or negative, and 4 f always has an oppositesign to4 % . All otherelementsin Fig. 4 arepositive. Admittancein the form
of Fig. 4 is a positive real function of � , and the T inductor series
can be replacedby an ideal transformerwith positive primary and
secondaryinductances.
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Fig. 4. Brune’s AdmittanceStructure

We formulatethe realizationproblemin GeometricProgramming
[16]. Suppose+ � � ! is a � admittancein the form of

+ � � !2 S�²`3b ' � 'S5²`Ee ' � ' ;
Here b ' and e ' are positive real numbers.We build a � -th order
Brune’s admittance ³+ � � ! in Fig. 4, ³+ � � ! canbe written as

³+ � � !2 S ² ' ^a` ³b ' � 'S ² ' ^a` ³e ' � ' ; (14)

³b ' and ³e ' aregiven by

³b ' 25´ O-µ> � P¶) ^ % � ' ) � and ³e ' 25´ O µ@ � P¶) ^ %J· ' ) � (15)

where � ' ) 25¸ ' )_¹.º �¼» D% ¹.º �¼» H8 ;$;=; ¹ º �¼»-½¾ ¸ ' )�¿ � � (16)

and · ' )À2\Á�' ) ¹ ² �¼» D% ¹ ² �¼» H8 ;$;=; ¹ ² �¼» ½¾ Á�' ) ¿ ��; (17)

In (16) and(17), ¹ % � ¹ 8 � ;=;$; � ¹ ¾ areelementvariablesin the template³+ � � ! , Â � ³b ' ! and Â � ³e ' ! are the numbersof � ' ) and · ' ) in ³e ' and
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³b ' , respectively. Note that they arenot variables.Oncea templateis
determined,Ã Â � ³b ' ! and Â � ³e ' ! areknown. We formulatetheGeometric
Programmingproblemas follows:
Objective function:

ÄNÅ¼Æ z ²¶ ' ^a` ´ O
µ@ » P¶) ^(` �� ' ) 	 ²¶ ' ^a` ´ O-µ

> » P¶) ^a` �· ' ) ~ (18)

subjectto ¹-)Ç¿ � �ÉÈM2 � � h � ;=;$;�Ê (19)³b '?� b '.� ³e '?� e 'ÌË&2 � � h � ;$;_;A�E; (20)

For example,given a 2nd-order � admittance

+ � � !2 b ` 	�b % �E	�b 8 � 8e ` 	�e % �E	�e 8 � 8 � (21)

we substitute
� % for

�
and

� 8 for the RLC box in Fig. 4 and use
theresultantnetwork asa template.Hencetheinput admittance+ � � !
of the templateis

³+ � � !2 4 � 	ÎÍ 4 8 % 	 � 4 � % � 8$Ï �E	ÐÍ � 4 88 � % 	 � 4 8 � 8=Ï � 84 	 � 4 � 8 �3	 � 4 88 � 8 �
(22)

where
� p � % 	 � 8 and 4 p 46% 	 4E8 . In this case, � ' ) and· ' ) in (18) are product terms in the numeratorand denominatorof

(22) respectively; ¹ ) in (19) is elementsin the template; ³b ' and ³e '
are symbolic coefficients of powers of � in (22), and b ' and e '
are numerical coefficients in (21). The objective function tries to
minimize the reciprocalsof � ' ) and · ' ) . On the other hand under
theconstraintsthat thesetermscannot begreaterthanthenumerical
coefficients in (21). When the objective function is minimized and
the inequalities in the constraintsall becomeequalities, then the
coefficients in (21) arematched,andso are the moments.

In summary, first-orderrealizationof � admittancesis guaranteed,
andhigh-orderrealizationis accomplishedby templateoptimization.
The new realization procedureworks effectively for templatesof
order ten or less in our experiments.And the merit of the method
is that templatesarerealizedandpreserve electricalpropertiesat the
port simultaneously.

5. REDUCTI ON FL OW

PROCEDUREreduction flow( �$� ¹ )
1 Transformvoltagesourcesto currentsources;
2 Decoupleany floating currentsourcein �=� ¹ ;
3 WHILE ( Ñ internalnodein �$� ¹ ) DO
4 Pick node ��� with the minimum degree;
5 IF / � U2 � THEN
6 CALL currentsourcetransformationfor / � ;
7 CALL Y- � transformationto eliminate ��� ;
8 Remove commonfactorsfrom new admittances;
9 Remove � � and its incidentbranchesfrom �=� ¹ ;
10 Realizeall � admittances.

The proposedY- � transformation is more efficient than LU
decompositionin SPICEin two ways.First, it invokesLU decompo-
sition only oncein � -domain.But SPICEdoesit repeatedlydue to
varying time stepsfor stiff circuits. Secondly, the algorithm allows
dynamicalmemory de-allocation,as branchesof nodeseliminated
are no longer neededand can be freed. As a result, the memory
requirementgrows up in the middle of the reductionprocessand
goesdown until it terminates.Memory requirementin SPICEgrows
monotonicallyuntil LU decompositionis completed.This alsomeans
lessnon-zerofill-ins, which result in fasterdecomposition.

6. EXAM PL ES

Weusea few examplesin orderto show thesuperiorityof proposed
realizableparasiticreductionin termsof ordersof reducedmodels
and reduction efficiency. The first example is a high-performance
clock distribution circuit in a realdesigncase.Thecircuit with 78564
nodesis a mixture of RC treesandmeshes.Our methodcanreduce
it to a simple RLC circuit with four nodesonly. Circuit given in
Fig. 5(b) is sucharealization.In thiscase,if weuseTICERto achieve

Fig. 5. Comparisonof two reducedcircuits

the samereductionratio7, the reducedcircuit is given in Fig. 5(a).
Both methodsrealize eachadmittanceusing passive elements.But
none of them in (a) matchesfirst-order moments.In (b) the two
shuntadmittancesto groundmatchto thefirst order, andthe floating
onematchesto the secondorder. In Fig. 6, we usea reducedcircuit
with higherorder branchadmittanceto generatethe waveform. The
waveform for TICER-reducedcircuit (Fig. 5(a)) is alsogiven in the
figure for comparison.We find out that the waveform of Y- � are
closerto the SPICEresultwithout reduction.

0

0.2

0.4

0.6

0.8

1

20 40

V
ol

ta
ge

s 
(V

)Ò

Time (pS)

P
S

frag
replacem

ents

INPUT
SPICE
TICER
Y- �

Fig. 6. Comparisonof responsesof a RC network

The responseof a 62-nodeRLC network with 7 portsis plottedin
Fig. 7. Theresponseevaluatedfrom thereducednetwork is veryclose
to PRIMA’s curve, andboth of themarevery closeto SPICEoutput.
TableI summarizethe reductionratio versusreductionefficiency. It

ReductionTime(sec)
reductionratio TICER Y- �

20% 5.96 6.58
40% 23.58 23.79
60% 56.37 25.42
80% 249.33 27.76
99% 1634.78 46.56

TABLE I
EFFICIENCY COMPARISON

is clearthatminimizing non-zerofill-ins is a goodorderingschemein
Y- � transformation-basedreductiontechniques.For instance,TICER
eliminatesnodesby picking thosewith extremetime constantsfirst.
Becauseit doesnot considerthe degreesof nodeswheneliminating
them, this ordering schemeis inferior in terms of efficiency when

7Theoriginal TICER algorithmusestime constantof eachnodeasanerror
control mechanism,thereforesucha high reductionratio may not be allowed
in the algorithm.The point of our comparisonis that Y- � achieves a better
reductionratio, yet the result is closeenoughto SPICE.
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high reductionratio is preferred.Although one can specify a limit
on reductionratio in TICER, the complexity may be passedto the
following simulationstagebecausethe sparsityof circuits hasbeen
tamperedalready. A compromiseof the two orderingschemesis also
promising.
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Fig. 8 comparesthemagnitudegrowth of coefficientsin onebranch
admittance.The two ends of the branch are ports so that other
admittanceswere merged onto it. The figure plots the coefficients
collected from different powers of � . In the casewhen common
factors are not canceled,they grow wildly along with reduction
percentage,so that most of the actual significant bits are lost due
to finite-precisioncomputation.In fact, the higher the order is, the
fastercoefficients grow. For instance,the figure shows that the 2nd-
order coefficient is smaller than the 1st-orderone at low reduction
ratio, but becomeslargerat higherratio. Becausecoefficientsgrow at
different rate,the problemcannot be solved by scaling.It is shown
by the line with squaredot thatY- � becomespracticallyusefulonly
after common-factor cancelationsare invoked.

As a special caseof generalY- � transformation,DTT method
doesnot raisecommon-factor questionbecausethey are tree-based.
If nodesin a treeareeliminatedin a bottom-upfashion,no non-zero
fill-ins will be introduced.Thereforecommonfactorsdo not exist in
reductionof tree-structuredcircuits.

Fig. 9 plots locationsof poleson complex plane.Thesepolesare
approximatedfor a power-grounddesignextractedatboard-level with
RLC elements.We leave only onecurrentsource(port) in thecircuit
becausePRIMA’s accuracy heavily dependson the numberof ports.
We find out that PRIMA doesnot return any complex poles.And
althoughwe have observed voltageoscillation in a wide frequency
range,unfortunatelySPICEis notableto dopoleanalysison this stiff
circuit either. However somelow frequency polesareevaluatedusing
Y- � transformation.Theexampleshows thecontributionof common-

-10000

-5000

0

5000

10000

-1e+3 -1e+4 -1e+5 -1e+6 -1e+7

Im
g 

(r
ad

/s
)Ô

Real (rad/s)

P
S

frag
replacem

ents

PRIMA

Y- �
Fig. 9. Poleapproximation

factorcancelationsto numericalstability of Y- � transformationfrom
anotheraspect.

7. CONCL USI ONS AND FUTURE WORK

We have proposeda realizableparasiticRCLK reductionmethod
basedongeneralizedY- � transformationtechnique.Sincethemethod
is RCLK-in-RCLK-out, it is compatible with general simulators
suchasSPICE.Thealgorithmemploys common-factor identification
andcancelationoperationsto make Y- � transformationnumerically
stable.First-order realizationof � admittancesis guaranteed,and
high-order realization is achieved by template optimization using
GeometricProgramming.

The algorithmcanbeeasilyextendedto multi-port reduction.One
can either stop Y- � reduction at any point and realize branches,
or call for � -Y transformation,which is equivalent to LU’s back
solving. Like the forward Y- � transformation,the backward � -Y
alsohasthe two typesof commonfactorsto cancelout.
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