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#### Abstract

Signal integrity analysis has become imperative for high-speed designs. In this paper, we present a new technique to advance Krylov-space based passive model-reduction algorithms to include lossy coupled transmission lines described by Telegrapher's equations. In the proposed scheme, transmission line subnetworks are treated with closed-form stamps obtained using matrix-exponential Padé, where the coefficients describing the model are computed a priori and analytically. In addition, a technique is given to ensure that the contribution of these stamps to the modified nodal analysis (MNA) formulation leads to guaranteed passive macromodel.


## 1. InTRODUCTION

Recent trends in the VLSI industry towards higher operating speeds, sharper rise times and smaller devices has made the signal integrity analysis a challenging task. The high-speed interconnect effects such as ringing, delay, distortion, crosstalk, attenuation and reflections, if not predicted accurately at early design stages, can severely degrade the system performance. Interconnects can be found at various levels of design hierarchy, such as on-chip, packaging, MCMs and PCBs. With increasing frequencies, lumped models become inaccurate and distributed quasi-TEM models based on Telegrapher's equations become necessary. At even higher frequencies, distributed lines with frequency dependent RLCG parameters become necessary. Simulation of such models using SPICE-like nonlinear simulators suffers from mixed frequency/time difficulty as well as CPU inefficiency [1]-[3].

In order to address the above difficulty, several model-reduction techniques based on moment-matching and Padé approximation were proposed in the literature [1] and [2]. To overcome the ill-conditioning associated with the direct Pade approximation, techniques based on Krylov-space methods were developed [3] and [4]. Efficient schemes based on multiport/ multipoint congruent transformation for reduction of large linear systems were reported. Also techniques to preserve the passivity during Krylov-space based reduction were developed [5][6]. However, these methods are limited to systems described by
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lumped RLC networks. Handling transmission lines using these techniques requires discretization which obviously becomes a source of error and increased CPU time especially at high frequencies [7] and [8].
In this paper, we present an efficient algorithm compatible with passive model-reduction techniques for simulation of networks including transmission line equations. The proposed technique uses closed-loop Padé approximation of exponential matrices with respect to the frequency variable to compute an analytical stamp for general transmission lines based on the knowledge of its RLGC parameters matrices only. Besides the advantage of closed form computation of transmission line stamps, the other main advantage of the algorithm is that the contribution of these stamps to the Modified Nodal Analysis (MNA) formulation of the whole network is guaranteed to lead to a reduced-order passive macromodel. Also another important advantage of the proposed algorithm is that it can be easily extended to include transmission lines described by frequency-dependent RLCG parameters [16] and [17].
The paper is organized as follows. Section 2 gives a background on the MNA formulation including distributed transmission lines. Section 3 describes the closed-form model for general transmission lines and derives its MNA stamp. Section 4 presents the reduction algorithm. In Section 5 we prove that, using the congruence transform, the reduced-order macromodel of the whole subnetwork including the distributed transmission lines is guaranteed to be passive. Section 6 and 7 present numerical examples and the conclusion, respectively.

## 2. Formulation of Network Equations

A multiport linear subnetwork $\phi$ consisting of lumped RLC and distributed components can be described in the Laplace domain as

$$
\begin{gather*}
\left(\boldsymbol{G}_{\phi}+s \boldsymbol{C}_{\phi}+\sum_{k=1}^{N_{t}} \boldsymbol{D}_{k} \boldsymbol{Y}_{k}(s) \boldsymbol{D}_{k}^{\mathrm{T}}\right) \boldsymbol{X}(s)=\boldsymbol{B} \boldsymbol{v}_{\boldsymbol{p}}  \tag{1}\\
\boldsymbol{i}_{\boldsymbol{p}}=\boldsymbol{B}^{\boldsymbol{T}} \boldsymbol{X}(s)
\end{gather*}
$$

where

- $\boldsymbol{X}(s) \in \mathfrak{R}^{n}$ is the Laplace transform of the vector of node voltage waveforms appended by independent voltage source currents, linear inductor currents and port currents,
- $\boldsymbol{C}_{\phi} \in \mathfrak{R}^{n \times n}$ and $\boldsymbol{G}_{\phi} \in \mathfrak{R}^{n \times n}$ are constant matrices describing the lumped memory and memoryless elements of the network, respectively,
- $\boldsymbol{i}_{\boldsymbol{p}}$ and $\boldsymbol{v}_{\boldsymbol{p}}$ denote the port currents and port voltages respectively, $N_{p}$ being the number of ports,
- B $=\left\{b_{i, j} \in\{0,-1\}\right\rfloor$, with $i \in\{1, \ldots, n\}, j \in\left\{1, \ldots, N_{p}\right\}$, is a selector matrix that maps the port voltages into the node space $\Re^{n}$ of the network and $n$ is the total number of variables in the MNA formulation,
- $\boldsymbol{D}_{k}=\left[d_{i, j}\right] \quad$ with elements $d_{i, j} \in\{0,1\} \quad$ where $i \in\{1,2, \ldots, n\}, j \in\{1,2, \ldots, 2 m\}$ with a maximum of one nonzero in each row or column, is a selector matrix that maps $\boldsymbol{i}_{k}(t) \in \mathfrak{R}^{2 m}$, the vector of currents entering the interconnect subnetwork $k$, into the node space $\Re^{n}$ of the network,
- $\boldsymbol{Y}_{k}(s)$ represents the Laplace-domain admittance parameters for the subnetwork $k$, and $N_{t}$ is the number of distributed coupled transmission line networks.

The first and second terms in (1) cover the network's lumped components and the third term describes currents at subnetwork terminals and then maps them into rest of the network through the matrix $\boldsymbol{D}$. As is evident, (1) does not have a direct representation in the time-domain which makes it difficult to include with nonlinear simulators.

In [12] an approach has been proposed to describe general transmission lines in a closed-form manner, based only on the knowledge of its parameters.

In this paper we describe a new algorithm, based on the model in [12], to obtain a reduction of the form:

$$
\begin{gather*}
(\hat{\boldsymbol{M}}+s \hat{\boldsymbol{N}}) \hat{\boldsymbol{X}}_{a}(s)=\hat{\boldsymbol{B}}_{a} \boldsymbol{v}_{\boldsymbol{p}} \\
\boldsymbol{i}_{\boldsymbol{p}}=\hat{\boldsymbol{B}}_{a}^{\mathrm{T}} \hat{\boldsymbol{X}}_{a}(s) \tag{2}
\end{gather*}
$$

for the system described in (1)

## 3. Derivation of the Closed-Form TransMISSION LINE STAMP

In order to derive a closed-form MNA stamp for general transmission lines, we follow the approach presented in [12] for describing arbitrary interconnect structures in an analytical form. Consider an $m$ coupled conductors transmission line described by a set of Telegrapher's equations

$$
\begin{align*}
\frac{\partial}{\partial x} \boldsymbol{v}(x, t) & =-\boldsymbol{R} \boldsymbol{i}(x, t)-\boldsymbol{L} \frac{\partial}{\partial t} \boldsymbol{i}(x, t) \\
\frac{\partial}{\partial x} \boldsymbol{i}(x, t) & =-\boldsymbol{G} \boldsymbol{v}(x, t)-\boldsymbol{C} \frac{\partial}{\partial t} \boldsymbol{v}(x, t) \tag{3}
\end{align*}
$$

where $\boldsymbol{R}, \boldsymbol{L}, \boldsymbol{C}$ and $\boldsymbol{G} \in \mathfrak{R}^{m \times m}$ are the per-unit-length parameter matrices and are nonnegative definite symmetric matrices [9]. $\boldsymbol{V}(x, t)$ and $\boldsymbol{I}(x, t) \in \mathfrak{R}^{m}$ represent the voltage and current vectors, as a function of position $(x)$ and time $(t)$. Equation (3) can be written in the Laplace-domain using the exponential function as

$$
\left[\begin{array}{l}
\boldsymbol{V}(d, s)  \tag{4}\\
\boldsymbol{I}(d, s)
\end{array}\right]=e^{\boldsymbol{Z}}\left[\begin{array}{l}
\boldsymbol{V}(0, s) \\
\boldsymbol{I}(0, s)
\end{array}\right]
$$

$$
\boldsymbol{Z}=(\boldsymbol{D}+s \boldsymbol{E}) d ; \quad \boldsymbol{D}=\left[\begin{array}{cc}
0 & -\boldsymbol{R} \\
-\boldsymbol{G} & 0
\end{array}\right] ; \quad \boldsymbol{E}=\left[\begin{array}{cc}
\boldsymbol{0} & -\boldsymbol{L} \\
-\boldsymbol{C} & 0
\end{array}\right]
$$

and $d$ is the length of the line. The exponential matrix $e^{\boldsymbol{Z}}$ can be written as

$$
\begin{equation*}
e^{\boldsymbol{Z}} \approx\left[\boldsymbol{P}_{N, M}(\boldsymbol{Z})\right]^{-1} \boldsymbol{Q}_{N, M}(\boldsymbol{Z}) \tag{6}
\end{equation*}
$$

where $\boldsymbol{P}_{N, M}(\boldsymbol{Z})$ and $\boldsymbol{Q}_{N, M}(\boldsymbol{Z})$ are polynomial matrices that can be expressed in terms of a closed-form Padé rational function [10]. For $M=N=n$ the Padé rational function of (6) can be represented as

$$
\begin{align*}
& {\left[\boldsymbol{P}_{n, n}(\boldsymbol{Z})\right]^{-1} \boldsymbol{Q}_{n, n}(\boldsymbol{Z})=\prod_{i=1}^{\theta=n / 2}\left[\boldsymbol{P}_{n, n}(\boldsymbol{Z})_{i}\right]^{-1}\left[\boldsymbol{Q}_{n, n}(\boldsymbol{Z})_{i}\right]}  \tag{7}\\
& =\prod_{i=1}^{\theta=n / 2}\left[\left(a_{i} \boldsymbol{U}-\boldsymbol{Z}\right)\left(a_{i}^{*} \boldsymbol{U}-\boldsymbol{Z}\right)\right]^{-1}\left[\left(a_{i} \boldsymbol{U}+\boldsymbol{Z}\right)\left(a_{i}^{*} \boldsymbol{U}+\boldsymbol{Z}\right)\right]
\end{align*}
$$

Here $\boldsymbol{U}$ represents the unity matrix and $a_{i}=x_{i}+j y_{i}$ are complex roots. The symbol * represents the complex conjugate operation. It is to be noted that the polynomials $\boldsymbol{P}_{N, M}(\boldsymbol{Z})$ and $\boldsymbol{Q}_{N, M}(\boldsymbol{Z})$ is a strict Hurwitz polynomial [11]. This means that the real parts of the coefficients $a_{i}$ in (7) are positive constants. Thus, the matrices $\boldsymbol{P}_{N, M}(\boldsymbol{Z})$ and $\boldsymbol{Q}_{N, M}(\boldsymbol{Z})$ are given by

$$
\begin{align*}
& \boldsymbol{P}_{n, n}(\boldsymbol{Z})_{i}=\left(a_{i} \boldsymbol{U}-\boldsymbol{Z}\right)\left(a_{i}^{*} \boldsymbol{U}-\boldsymbol{Z}\right)=\left[\begin{array}{cc}
\Upsilon_{i} & \chi_{i} \\
\chi_{i} & \Upsilon_{i}
\end{array}\right]  \tag{8}\\
& \boldsymbol{Q}_{n, n}(\boldsymbol{Z})_{i}=\left(a_{i} \boldsymbol{U}+\boldsymbol{Z}\right)\left(a_{i}^{*} \boldsymbol{U}+\boldsymbol{Z}\right)=\left[\begin{array}{cc}
\Upsilon_{i} & -\chi_{i} \\
-\chi_{i} & \Upsilon_{i}
\end{array}\right]
\end{align*}
$$

where

$$
\begin{align*}
& \Upsilon_{i}=\boldsymbol{L} \boldsymbol{C} d^{2} s^{2}+(\boldsymbol{L} \boldsymbol{G}+\boldsymbol{R} \boldsymbol{C}) d s+\boldsymbol{R} \boldsymbol{G} d^{2}+\left(x_{i}^{2}+y_{i}^{2}\right) \boldsymbol{U}  \tag{9}\\
& \chi_{i}=2 x_{i}(\boldsymbol{C} s+\boldsymbol{G}) d
\end{align*}
$$

It can be shown [14], that a $2 m$-port subnetwork whose hybrid parameters are given by the Padé rational function of (7) can be described in the frequency domain by a set of equations in the form $(\boldsymbol{K}+s \boldsymbol{T}) \boldsymbol{X}(s)=\boldsymbol{J}$, that relate the voltages at the $2 m$ ports with an additional set of $m(3 n-1)$ state variables. These equations can be used as a stamp representing the whole transmission line in the unified MNA formulation. The matrices $\boldsymbol{K}$ and $\boldsymbol{T}$ are given by

$$
\begin{align*}
\boldsymbol{K} & =\sum_{i=1}^{n / 2} \psi_{i}^{\mathrm{T}} \mathcal{G}^{i} \psi_{i}  \tag{10}\\
\boldsymbol{T} & =\sum_{i=1}^{n / 2} \psi_{i}^{\mathrm{T}} C^{i} \psi_{i}
\end{align*}
$$

where $\mathcal{G}^{i}$ and $\mathcal{C}^{i}$ represent the stamps of the individual polezero pairs, and are given by,
where

$$
\mathcal{G}^{i}=\left[\begin{array}{cccccccc}
\left(\frac{x_{i}}{d}+\frac{\rho_{i}^{2}}{4 x_{i} d}\right) \boldsymbol{R}^{-1}+\frac{d}{4 x_{i}} \boldsymbol{G} \frac{-x_{i}}{d} \boldsymbol{R}^{-1} & \mathbf{0} & \frac{d}{4 x_{i}} \boldsymbol{G} & \frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} & \mathbf{0} & \mathbf{0} \\
\frac{-x_{i}}{d} \boldsymbol{R}^{-1} & & \frac{x_{i}}{d} \boldsymbol{R}^{-1} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{U} & \mathbf{0}  \tag{12}\\
\mathbf{0} & & \mathbf{0} & \frac{x_{i} d}{\rho_{i}^{2}} \boldsymbol{G} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{G} & \mathbf{0} & -\boldsymbol{U} & \mathbf{0} \\
\frac{d}{4 x_{i}} \boldsymbol{G} & & \mathbf{0} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{G}\left(\frac{x_{i} d}{\rho_{i}^{2}}+\frac{d}{4 x_{i}}\right) \boldsymbol{G} & \mathbf{0} & \mathbf{0} & \boldsymbol{U} \\
\frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} & & \mathbf{0} & \mathbf{0} & \mathbf{0} & \frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} & \mathbf{0} & -\boldsymbol{U} \\
\mathbf{0} & & -\boldsymbol{U} & \boldsymbol{U} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & & \mathbf{0} & \mathbf{0} & -\boldsymbol{U} & & \boldsymbol{U} & \mathbf{0} \\
\mathbf{0}
\end{array}\right] \text { (1) }
$$

$\psi_{i}$ is a selector matrix that maps the block stamp $\mathcal{G}^{i}$ and $C^{i}$ to the rest of the network variables space $\Re^{N_{\phi}}$, with $N_{\phi}$ is the total number of variables in the network including the extra state variables augmented by the stamp of the transmission line, and $\rho_{i}=\sqrt{x_{i}^{2}+y_{i}^{2}}$.

Using the stamp of the transmission line, the system of (1) can be put in the following form ${ }^{1}$

$$
\begin{gather*}
(M+s N) \boldsymbol{X}_{a}(s)=\boldsymbol{B}_{a} \boldsymbol{v}_{\boldsymbol{p}} \\
\boldsymbol{i}_{\boldsymbol{p}}=\boldsymbol{B}_{a}{ }^{\boldsymbol{T}} \boldsymbol{X}_{a}(s) \tag{13}
\end{gather*}
$$

where

$$
\begin{equation*}
\boldsymbol{M}=\boldsymbol{G}_{a}+\sum_{i=1}^{n / 2} \psi_{i}^{\mathrm{T}} \mathcal{G}^{i} \psi_{i} \quad \boldsymbol{N}=\boldsymbol{C}_{a}+\sum_{i=1}^{n / 2} \psi_{i}^{\mathrm{T}} \mathcal{C}^{i} \psi_{i} \tag{14}
\end{equation*}
$$

Here the matrices $\boldsymbol{G}_{a}, \boldsymbol{C}_{a}$ and $\boldsymbol{B}_{a}$ are obtained from $\boldsymbol{G}_{\phi}, \boldsymbol{C}_{\phi}$ and $\boldsymbol{B}$ by appending them with rows (and/or) columns containing zeroes to account for the extra state variables required for the stamp of the transmission line. Thus, $\boldsymbol{G}_{a}, \boldsymbol{C}_{a}$ and $\boldsymbol{B}_{a}$ can be expressed in the following block form

$$
\boldsymbol{G}_{a}=\left[\begin{array}{cc}
\boldsymbol{G}_{\boldsymbol{\phi}} & \mathbf{0}  \tag{15}\\
\mathbf{0} & \mathbf{0}
\end{array}\right], \quad \boldsymbol{C}_{a}=\left[\begin{array}{cc}
\boldsymbol{C}_{\phi} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \quad \boldsymbol{B}_{a}=\left[\begin{array}{l}
\boldsymbol{B} \\
\mathbf{0}
\end{array}\right]
$$

Note that the proposed stamp is based only on the knowledge of the transmission line parameter matrices and the predetermined constants obtained from the Padé approximation. An er-
ror criterion for selecting the order of the Padé approximation is described in [12]. In the next section, we describe the model reduction algorithm for reducing the system described by (13).

## 4. Passive Model Reduction

In this section, we describe the proposed reduction algorithm which is based on the algorithm proposed in [5]. Firstly, the block Arnoldi algorithm is run for a $\left\lfloor q / N_{p}\right\rfloor$ iterations to construct an $N_{\phi} \times q$ orthonormal matrix $\boldsymbol{Q}$ such that

$$
\begin{gather*}
\operatorname{colsp}(\boldsymbol{Q})=\operatorname{Kr}(\boldsymbol{A}, \boldsymbol{R}, q) \\
\boldsymbol{Q}^{\mathrm{T}} \boldsymbol{Q}=\boldsymbol{I}_{q} \tag{16}
\end{gather*}
$$

where,

$$
\begin{gather*}
\boldsymbol{A}=-\boldsymbol{M}^{-1} \boldsymbol{N}, \quad \boldsymbol{R}=\boldsymbol{M}^{-\mathbf{1}} \boldsymbol{B}=\left[\boldsymbol{r}_{\mathrm{o}}, \boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N_{p}}\right] \in \mathfrak{R}^{N_{\phi} \times N_{p}}  \tag{17}\\
\operatorname{Kr}(\boldsymbol{A}, \boldsymbol{R}, q)=\operatorname{colsp}\left[\boldsymbol{R}, \boldsymbol{A} \boldsymbol{R}, \boldsymbol{A}^{2} \boldsymbol{R}, \ldots, \boldsymbol{A}^{k-1} \boldsymbol{R}\right]  \tag{18}\\
k=\left\lfloor q / N_{p}\right\rfloor
\end{gather*}
$$

Next the matrix $\boldsymbol{Q}$ is used to reduce the augmented system matrices $\boldsymbol{M}, \boldsymbol{N}$ and $\boldsymbol{B}_{a}$ by the congruence transform

$$
\begin{equation*}
\hat{\boldsymbol{M}}=\boldsymbol{Q}^{\mathrm{T}} \boldsymbol{M} \boldsymbol{Q} \quad \hat{\boldsymbol{N}}=\boldsymbol{Q}^{\mathrm{T}} \boldsymbol{N} \boldsymbol{Q} \quad \hat{\boldsymbol{B}}_{a}=\boldsymbol{Q}^{\mathrm{T}} \boldsymbol{B}_{a} \tag{19}
\end{equation*}
$$

The admittance matrix for the reduced system will thus be given by:

$$
\begin{equation*}
\hat{\boldsymbol{Y}}(s)=\hat{\boldsymbol{B}}_{a}^{\mathrm{T}}(\hat{\boldsymbol{M}}+s \hat{\boldsymbol{N}})^{-1} \hat{\boldsymbol{B}}_{a} \tag{20}
\end{equation*}
$$

It can be shown that the reduced-order system described by (19) and (20) preserves the first $\left\lfloor q / N_{p}\right\rfloor$ block moments. The proof of the preservation of moments is identical to the one given in [5], where the matrices $\boldsymbol{M}$ and $\boldsymbol{N}$ contain stamps of lumped components only.

However, a new approach is needed her to prove that the reduced system is passive since the matrices $\boldsymbol{M}$ and $\boldsymbol{N}$ of the original system contain the above derived stamps for the transmission lines. The proof of the passivity preservation is given in the next section.

## 5. Passivity Preservation

To prove that the reduced system is passive we need first to describe the properties of the matrices $\mathcal{G}^{i}$ and $C^{i}$. These matrices can be put in the following block form

$$
\mathcal{G}^{i}=\left[\begin{array}{cc}
\boldsymbol{W}^{i} & \boldsymbol{E}  \tag{21}\\
-\boldsymbol{E}^{\mathbf{T}} & \mathbf{0}
\end{array}\right] \quad \mathcal{C}^{i}=\left[\begin{array}{cc}
\boldsymbol{Z}^{i} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{H}^{i}
\end{array}\right]
$$

where,

$$
\boldsymbol{E}^{\mathrm{T}}=\left[\begin{array}{ccccc}
\mathbf{0} & \boldsymbol{U} & -\boldsymbol{U} & \mathbf{0} & \mathbf{0}  \tag{22}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{U} & -\boldsymbol{U}
\end{array}\right] \quad \boldsymbol{H}^{i}=\left[\begin{array}{cc}
\frac{d}{x_{i}} \boldsymbol{L} & \mathbf{0} \\
\mathbf{0} & \frac{4 x_{i} d}{\rho_{i}^{2}} L
\end{array}\right]
$$

1. For simplicity, we assumed here that $N_{t}=1$.

$$
\begin{gather*}
\boldsymbol{Z}^{i}=\left[\begin{array}{ccccc}
\frac{d}{4 x_{i}} \boldsymbol{C} & \mathbf{0} & \mathbf{0} & \frac{d}{4 x_{i}} \boldsymbol{C} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \frac{x_{i} d}{\rho_{i}^{2}} \boldsymbol{C} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{C} & \mathbf{0} \\
\frac{d}{4 x_{i}} \boldsymbol{C} & \mathbf{0} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{C}\left(\frac{x_{i} d}{\rho_{i}^{2}}+\frac{d}{4 x_{i}}\right) & \boldsymbol{C} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]  \tag{23}\\
\boldsymbol{W}^{i}=\left[\begin{array}{ccccc}
\left(\frac{x_{i}}{d}+\frac{\rho_{i}^{2}}{4 x_{i} d}\right) \boldsymbol{R}^{-1}+\frac{d}{4 x_{i}} \boldsymbol{G} & \frac{-x_{i}}{d} \boldsymbol{R}^{-1} & \mathbf{0} & \frac{d}{4 x_{i}} \boldsymbol{G} & \frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} \\
\frac{-x_{i}}{d} \boldsymbol{R}^{-1} & \frac{x_{i}}{d} \boldsymbol{R}^{-1} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \frac{x_{i} d}{\rho_{i}^{2}} \boldsymbol{G} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{G} & \mathbf{0} \\
\frac{d}{4 x_{i}} \boldsymbol{G} & \mathbf{0} & \frac{-x_{i} d}{\rho_{i}^{2}} \boldsymbol{G}\left(\frac{x_{i} d}{\rho_{i}^{2}}+\frac{d}{4 x_{i}}\right) \boldsymbol{G} & \mathbf{0} \\
\frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1}
\end{array}\right] \tag{24}
\end{gather*}
$$

Clearly $\boldsymbol{H}^{i}$ is symmetric nonnegative definite since it is block diagonal whose block matrices are symmetric nonnegative definite [13]. The following two theorems are introduced to prove that $\boldsymbol{W}^{l}$ and $\boldsymbol{Z}^{l}$ are nonnegative definite.

Theorem 1: Let $\boldsymbol{A}$ be a block structured matrix that has only 4 nonzero block matrices located at the block entries $(i, i),(i, j)$, $(j, i)$ and $(j, j)$. Assume that these four blocks are equal to $\sigma$, i.e.,

$$
\boldsymbol{A}=\left[\begin{array}{llll}
0 & \ldots & 0  \tag{25}\\
& \sigma & \ldots & \sigma \\
& & & \\
& \sigma & \ldots & \sigma \\
0 & \ldots & 0
\end{array}\right]
$$

where $\sigma \in \mathfrak{R}^{q \times q}$ is a nonnegative definite matrix. Then $\boldsymbol{A}$ is nonnegative definite.

Theorem 2: Let $\boldsymbol{A}$ be a matrix that has the same structure of the previous theorem except that the blocks at the entries $(i, j)$ and $(j, i)$ are negated. Then $\boldsymbol{A}$ is nonnegative definite.

For lack of space, the proofs of the above two theorems have not been included here.

The matrices $\boldsymbol{W}^{i}$ and $\boldsymbol{Z}^{i}$ can be written in the summation format

$$
\begin{gather*}
\boldsymbol{W}^{i}=\boldsymbol{W}_{1}^{i}+\boldsymbol{W}_{2}^{i}+\boldsymbol{W}_{3}^{i}+\boldsymbol{W}_{4}^{i}  \tag{26}\\
\boldsymbol{Z}^{i}=\boldsymbol{Z}_{1}^{i}+\boldsymbol{Z}_{2}^{i} \tag{27}
\end{gather*}
$$

where,
$\boldsymbol{W}_{3}^{i}=\left[\begin{array}{ccccc}\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \gamma_{i} & -\gamma_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & -\gamma_{i} & \gamma_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}\end{array}\right] \quad \boldsymbol{W}_{4}^{i}=\left[\begin{array}{ccccc}\delta_{i} & \mathbf{0} & \mathbf{0} & \delta_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \delta_{i} & \mathbf{0} & \mathbf{0} & \delta_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}\end{array}\right] \quad \boldsymbol{Z}_{2}^{i}=\left[\begin{array}{ccccc}\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \eta_{i} & -\eta_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & -\eta_{i} & \eta_{i} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}\end{array}\right]$
with,
$\alpha_{i}=\frac{\rho_{i}^{2}}{4 x_{i} d} \boldsymbol{R}^{-1} \quad \beta_{i}=\frac{x_{i}}{d} \boldsymbol{R}^{-1} \quad \gamma_{i}=\frac{x_{i} d}{\rho_{i}^{2}} \boldsymbol{G} \quad \delta_{i}=\frac{d}{4 x_{i}} \boldsymbol{G} \quad \zeta_{i}=\frac{d}{4 x_{i}} \boldsymbol{C} \quad \eta_{i}=\frac{x_{i} d}{\rho_{i}^{2}} \boldsymbol{C}(\mathbf{3 0})$ Since $\rho_{i}^{2}$ and $x_{i}$ are positive constants [12], then all the block matrices in (30) are nonnegative definite. Hence by theorem (1) and (2) all the matrices in (28) and (29) are nonnegative definite. This means that the $\boldsymbol{W}^{i}$ and $\boldsymbol{Z}^{i}$ are the sum of symmetric nonnegative definite matrices, hence they are symmetric nonnegative definite [13].

Next we proceed to show that the reduced system of (20) is passive. The sufficient and necessary conditions required for the system to be passive are

1. $\hat{\boldsymbol{Y}}\left(s^{*}\right)=\hat{\boldsymbol{Y}}^{*}(s)$
2. $\hat{\boldsymbol{Y}}(s)$ is a positive real matrix, that is $\boldsymbol{z}^{*}\left[\boldsymbol{Y}^{\mathrm{T}}\left(s^{*}\right)+\boldsymbol{Y}(s)\right] \boldsymbol{z} \geq \mathbf{0}$ for all complex values of $s$ satisfying that $\operatorname{Re}(s)>0$ and any arbitrary complex vector $z$.
The first condition is automatically satisfied since the reduced matrices, $\hat{\boldsymbol{M}}, \hat{\boldsymbol{N}}$ and $\hat{\boldsymbol{B}}_{a}$ are all real.
Based on the above theorems and the properties of the matrices $\boldsymbol{W}^{i}$ and $\boldsymbol{Z}^{i}$ established above, it can be shown that the second condition is also satisfied.

## 6. Computational Results

A two port linear subnetwork consisting of 1516 linear components (including 30 transmission lines) with nonlinear terminations has been considered for this example. A stamp representing a rational approximation of order (5/5) was used for the transmission lines. The original set of MNA equations contained a total of 1682 variables. Using a multipoint version of the reduction algorithm of Section 4 [6], the size of the reduced system obtained was $66 \times 66$. Figure 1 to Figure 3 show the Y-parameters of the subnetwork. The graphs also show a comparison between the results as obtained through conventional AC analysis using the stamp of the transmission line and the proposed method.

Figure 4 and Figure 5 present a comparison for time responses, at two output nodes of the circuit (Vp2 and Vout), respectively. The comparison is between the proposed reduction algorithm and SPICE analysis where the transmission line is replaced by conventional lumped RLC sections [15]. The input pulse used for this example has a rise/fall time of 0.02 ns and pulse width of 5 ns . The transient simulation of the reduced-order system on a Sun Ultra 20 machine required 30 Secs of CPU time while the conventional lumped system required 817 Secs on the same machine.


Figure 1. Magnitude of the Y11 of the linear subnetwork.


Figure 2. Magnitude of the Y12 of the linear subnetwork.


Figure 3. Magnitude of the Y22 of the linear subnetwork.


Figure 4. Time response at output port Vp 2 .


Figure 5 Time domain response at output node Vout.

## 7. CONCLUSIONS

A new algorithm is presented in this paper to include multiport lossy, coupled distributed transmission lines in passive modelreduction techniques. In the proposed scheme, transmission lines are described by closed-form expressions obtained using exponential Padé approximation. In addition, the reduced macromodel is guaranteed to be passive.
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