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Abstract tolerancgs is discussed i_n [131. This approach is based on _the
- ) assumption that the DC bias points of the faulty and fault-free cir-
This paper presents a novel concurrent fault simulator (called cyts are the same, hence, disallowing large circuit parameter devi-
CONCERT) for nonlinear analog circuits. Three primary tech- ations under fault. Householder's formula [5] is used to assess the
niques in CONCERT, including fault ordering, state prediction, jmpact of the component tolerances on the AC response of the cir-
and reduced-order fault matrix computation, greatly simplify fault it under test (CUT). In [17], the authors have discussed the idea
simulation by making use of the residual similarities between the ¢ concurrency which avoids re-evaluation of those components
faulty and fault-free circuits. Between successive time steps, all Cir-inat have the same internal node values as in the fault-free case. A
cuits in the fault list are simulated concurrently before the simula- 51t simulator called DRAFTS [9] has been developed for serial
tor proceeds to the next time step. CONCERT also generatesy|t simulation of linear analog circuits. FLYER [15] reports sig-
accurate fault coverage statistics that are tied to the circuit specifi- pificant improvement upon DRAFTS for fast fault simulation of
cations. Up to two orders of magnitudes speedup are obtained forjinear analog circuits. A fast fault simulation method using fault
complete fault simulation, without any loss of accuracy. More rqering and circuit partitioning is reported in [16]. Householder's

speedup is achieved by CONCERT for evaluating the fault cover-formyla has also been applied to analyze multiparameter large-
age of a test, using fault ordering and fault dropping technique.  change sensitivity in linear networks [7].

1 Introduction In this paper, we present a fast and accurate concurrent fault simu-
The fault simulation problem for nonlinear analog circuits is lator CONCERT for nonlinear analog circuits. The paper is orga-
largely unsolved due to the complexity of analog simulation and nized as follows. An overview of our fault simulation approach is
the difficulties of simulating many analog faults simultaneously. In discussed in Section 2. Section 3 provides the background for our
the digital world, concurrent fault simulation methods are well fault simulation methodology. Section 4 presents the proposed con-
entrenched as the effects of multiple digital single-stuck-at faults current fault simulation algorithm. Various techniques used for
can be propagated simultaneously from one gate to the next usingoncurrent fault simulation are detailed in Sections 5, 6, and 7. The
only local information around the circuit nodes to which the fault overall fault processing is discussed in Section 8. Simulation
effects have propagated. In contrast, analog faults typically affectresults are given in Section 9. This is followed by conclusions in
voltage and current values acrosdl the circuit nodes and  Section 10.

branches, respectively, thereby making concurrent analog fault ) .

simulation very difficult. Currently, serial simulation of analog 2 Fault Simulation Methodology

faults is the prevalent analog fault simulation methodology used in The fault simulation methodology on which CONCERT is based
industry. As a consequence, comprehensive fault simulation ofon are as follows:

large mixed-signal circuits is almost impossible with today’s t00ls. 1 A set of training circuit instances, each instance corresponding

In the digital domain, fault simulation algorithms are based on par-  t0 a set of different circuit parameter values, is first generated.
allel fault simulation [12] and concurrent fault simulation [14] This is performed using statistical methods so that the instances
methods. In the analog domain, no fast fault simulation techniques  lie across and near the circuit specification boundaries, i.e.
have been reported for nonlinear circuits under general transient ~some of the circuit instances correspond to “good” circuits and
stimulus. Frequency domain (AC small signal) fault simulation of ~ Some correspond to “bad” circuits. This set of training circuit

analog circuits linearized around the DC bias points for parameter ~ instance is inserted into a fault list. The fault list is then
expanded to include a fault universe which may include para-

metric faults and catastrophic short and open faults specified by
* This work was sponsored by U.S. Defense Advanced Research  the user.
Projects Agency (DARPA) under Contract No. F33615-95-2-5562 2

For the specified transient stimulus, concurrent fault simulation
is performed as follows: (a) between successive time steps all
the circuits in the fault list are simulated before proceeding to
the next time step; (b) if the circuit time step corresponds to
one in which the CUT output(s) is sampled (the sampling fre-
qguency is an input to the simulator), then the measurement
threshold for that time step is selected in such a way as to give
unity yield coverage (this means that no “good” circuit instance
is classified as “bad” by choice of the threshold); and (c) all cir-
cuit instances in the fault list that are “detected” due to the



choice of the measurement thresholds are dropped and simulalinear analog circuits. For reasons of brevity, this paper will focus

tion is continued.

3. Fault coverage statistics that are tied to the circuit specifica-
tions are generated.

Note that here we differ from digital fault simulation in that: (i) the
analog fault simulator need to select the measurement threshold
based on the specifications which may not given in the time
domain; (i) the “fault list” contains some “good” circuits as well as

on DC and transient fault simulation algorithms.

3 Analog Circuit Simulation Basics

Our concurrent fault simulation approach is based on conventional
modified nodal analysis (MNA) and numerical integration methods
#4]. In the following, we first discuss the MNA formulation for cir-
cuit simulation. We will then show that most of the entries in the
MNA matrix are invariant under fault and this greatly reduces the

“bad” for the purpose of measurement threshold selection. In thecomputations involved in solving the linearized system of equa-

above, if desired, fault dropping (2(c)) is not performed if the tran-
sient response of the CUT over the entire simulation interval for
every fault is of interest, say, for diagnosis purposes.

The fault simulation methodology is illustrated in Figure 1. The
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Figure 1 Fault Simulation Methodology of CONCERT

key contributions of CONCERT are in step 2 described above. The

simulator simulates all the entries in the fault list at every time step

tions.

In this paper, we use the terrfatilt’ to denote a circuit instance in
the fault list. The subscridtis used to denote fault, the subscript

n denotes the time step in transient analysis, and the superscript
k denotes thé-th iteration in the NR equation solving procedure
corresponding to timeg,.

In general, the system of circuit equations is written as:

1)

whereY is the modified nodal admittance matrix of the circuitis
the vector ofunknown node voltages and branch currertsdl is
the RHS contributed bghe known current and voltage sources

yu=1, vyoo™™, ui1ogom

Consider the example nonlinear circuit in Figure 2, the linearized
system of equations for DC analysis is:

before proceeding to the next. This concurrent process allows

CONCERT tomaximize the sharing of simulation effort for all cir-
cuit instances in the fault lisThe goal is to use as much informa-
tion as possible from the simulation of every circuit instance in the
fault list to simplify the simulation of the next. Three primary tech-
niques is used to accomplish the concurrent fault simulation:
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Figure 2 An example nonlinear circuit

1. Fault Ordering: Based on the states of the circuit instances, all

the circuit instances in the fault list are ordered at every time
step. The dynamic ordering is done in such a way as to maxi-
mize the similarity between consecutive faults.

State Prediction: Given the order specified in the fault list, the
state of tha-th circuit instance in the fault list is predicted from
the state of thé-1-th simulated circuit instance in the fault list

wheregg* is the dynamic conductance aiff is the current of the
diode, both evaluated at the diode’s terminal voltagé - v,*.

Starti
the system of equations is solved fgk*?, v,X*1, andi

ng with a DC inpug(0) and arinitial guess y°, v,°, andiz’,

k+1 jtera-

at every time step. The predicted state greatly reduces the nUmygyely for k=0, 1, ..., until the solution converges.

ber of Newton Raphson (NR) iterations for solving the system
of nonlinear equations.
Reduced-order Fault Matrix (RFM) Computation: Based on the

residual similarity between the nodal admittance matrices of
the faulty and fault-free circuits, the system of faulty circuit

equations is transformed into a reduced-order system of equa-

tions and solved with much less computational effort. House-
holder’s formula [5] and sparse matrix technique [6] are used
for the transformations.

The concurrent fault simulation techniques in CONCERT apply to
DC, AC, and transient fault simulation of general linear and non-

Transient analysis is based on stiffly stable integration methods
with companion models for memory components [4]. For the cir-
cuit in Figure 2, the linearized equations at tiyare:

Kk Kk k+1
e —Ja -1 V1, —ig
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wherey, is the companion conductance apds the companion
current source of the capacitor corresponding to tim®nly after



the NR iterations converge at ting, can the simulation be  simulation, the same procedure will be called at every time step for
advanced to the next time step in transient simulation. the entire test stimulus interval.

In general, this can be formally stated as solving a system of non-5 Reduced-order Fault Matrix Computation

linear circuit equations (at tintg): When the circuit is faulty, the circuit equations are changed. But
certain similarity between the faulty and fault-free circuit equations
still exists. The difference in the circuit matrix can be captured by
extracting the differences of the component conductances under
that fault. Since the state of a nonlinear circuit is affected under

f(Uy) =0 4)

using Newton-Raphson (NR) iteration method:

k k k k k i i i i if-
AN EU,,” = —f(UY + U Uk (5) fault, some qonllnear_ components in the circuit may also have dif
ferent behavior than in the fault-free case.
ky i ; ; k . . .
hereJ(Uy") is the Jacobian matrix d{U,) evaluated at),", and It is important to point out that not all the nonlinear components’

U K*Lis thek-th iterative solution. In each NR iteration, the nonlin- dynamic behaviors are affected by the fault at all times, especially

ear components need to be re-evaluated, i.e. the system of equéﬂ large mixed signal circuits. In the nonlinear circuit in Figure 2,
tions is re-linearized. The iterative solution is assumed to converge®nly during a small period of time, the diode exhibits significantly

. . K K+1 L different conductances in faulty and fault-free case. During major-
o the solution point when vectots,” andU,™" are significantly ity part of its rectifier operation, the diode is “on” or “off”, as illus-

close. The number of NR iterations and its convergence heavilyyateq in Figure 4 . During that period of transient simulation, the
depend on thanitial guess LJP. The cost of linearizing and solving

the system of circuit equations dominate the computational cost of y e(t)
circuit simulation. Rt Nt
- /\ f — - — fault-free
4 Concurrent Fault Simulation Algorithm , , r response
For transient fault simulation, all the faulty circuits along with the \/ \/ ----- response
fault-free circuit are simulated concurrently at tipdoefore simu- R :' :_ R with r faulty
lation proceeds to the next time step. The same time step is used for "
all fault simulations and is determined by fault-free simulation.
Algorithm concurrentFaultSimulation (ty) e — sfiod when TauTty and Taul-
01 normalCircuitSimulation (t, fault_free_circui; on” “off"™: Fee Gircuits have 4 nificaniy
02 orderFaults  (t, {fault_lis§); vg>0.7, gg~1 vg<0, Uq~0 |ldifferent diode conductanc

03 precomputeRFM (t,, fault_free_circui};

Figure 4 Similar responses and states of faulty and
04 for each il {fault_lis§ do gure 4 S P y

fault-free circuits in Figure 1

05 U := predictState () ;

06 k=0 . . . .

07 do //INewton-Raphson (NR) iterations diode gives the same dynamic conductance as in the fault free case.
k+1 . .

gg tjf_k:§°|veRFM (th, 1 We define a component to bisible if the difference between its

10 untilisConverge (t,, f dynamic gonductapces in faulty and faglt-frgg circuits is larger

11 end for than certain numerical threshold. Otherwise, iingisible.

A faulty component in a circuit is thus alwayssible according to
Figure 3 Concurrent fault simulation algorithm this definition. The total number ofisible components is equal to
the number of faulty components plus the numberisiblenonlin-
ear components in the circuit. Thesibility of a nonlinear compo-
nent may change between NR iterations.

Figure 3 shows the algorithm of concurrent fault simulation at time
t,. The fault-free circuit is first simulated in functiamormal-
CircuitSimulation () which uses the conventional circuit
simulation method [11]. All the faults is ordered in the faultlistin 51 RFM Computation
functionorderFaults () , which will be described in Section 7.
Every fault is simulated using NR method as shown indbeuntil
loop. FunctiongprecomputeRFM () prepares the common data X
for solveRFM () , which implements the RFM procedure for case ared; i=1, ...I, respectively. The difference matrix between
reducing the computational cost in solving the system of linearizedthe faulty and fault-free circuits can be expressed as:

equations. FunctiopredictState () implement the state pre-

Consider a faulty circuit with visible components dt-th iteration,
and the conductance differences between the fault-free and faulty

s . . . k k k
diction method which reduce the number of NR iterations. The AY{=Y{-Y=PD{Q[ (6)
RFM procedure is explained in Section 5 and the state prediction
method is explained in section 6. FunctiagsConverge () £ 0 Ml ... Pl .. ..
checks if the NR iteration converges. where, D= | |oo" e, T T I ,
This general algorithm also applies to DC fault simulation, which 0 .. alk ;: """ _11 2: """ _11

is considered as a special case wjjtbeing 0. For transient fault



P:, Q: O I]mXI , andY is the nodal admittance matrix of the

fault-free circuit at its solution point. Thieth visible component is
connected from node to s, and controlled by the terminal voltage

MNA Precomputed
linearized system part of RFM

between nodgy andg;. For the special case of a resistor, nodes Forward iransiorm
(ri,) are the same as nod@sd). S Equations (10)
The linearized faulty circuit equations can now be written as: Solving the system Solving the system
T of Equus?;igns (® of Equations (12)
+1 _ in RFM
(Y+P¢D;Q) Wy ™ = I @) Sparse Matrix Solvef (in ] )
. Backward transform
By applying Householder’s formula, we get: \_> Solution using
Equations (13)
k+1 -1 k-1 Ty-1lp 77 2AT\ -1k
U™ = (1-Y7'P DY+ QYR QY Y (8)

Figure 5 ProceduresolveRFM ()
Since the LU factors oY are known from fault-free simulation, it

just takes one forward and backward substitution (FBS) to get an
intermediate results oE'? _ Y‘1|‘§ _And vectdr? = QIEIF can be tions [10]. Since the RFM matrix is filled from the inverse¥ft is

easily filled up based on the simple matrix structur@of not sparse. Hence the complexity of solving (10Pig*). Hence,
we choose the decision function in Figure 5 Esn)=,/m. If |

We define the Reduced-order Faulty Matrix (RFM) as exceeds/m , the RFM approach is bypassed.

K=1p¥ ™+ 0Ty 1p.1. If we know that the inverse of is Z, we . - . . .
Ri=[D;i +Q¢Y Pyl ' Similar decision needs to make in backward transformation, since

the computational complexity of FBS is arour@(ml'l) using
sparse matrix techniques

can precompute part of the RFM:

z -Z -Z +Z . Z -Z -Z +Z
T o4 Pif PaSt 91" WS Pah PiS W S 9) ) o o )
QtY "Py= When there is only oneisible component, which is the single
Zory " 2psy " Zary T as, o Zoyr T ey T A s, faulty component, the faulty circuit behaves as a “linear circuit”
during this iteration with respect to the fault-free circuit, since all
Now, the faulty system of equations in (7)frward transformed  the nonlinear components aimvisible. Then, solving (10) needs

into a system of equations with reduced-otder just one division, and the backward transformation can also be sim-

R;;H;; _ F;;’ R;; o', H? F;; 0o (10) plified to just filling the vecto&;" from Z.

The RFM procedure thus speeds up fault simulation in the follow-
Once we solve foH{ in (10), we need tdackward transfornthe ing ways:
result to the original faulty system of equations (7), for which we

need to find the matrix product: 1. Onlyvisible nonlinear components are evaluated at each itera-

tion based on the differences in their terminal voltages.

G = v'p HX (11) 2. Instead of the MNA matrix, a much smaller RFM is filled and

factorized.
There are two ways to compute this matrix product. One is based

on the inverse matriX of Y, and the product comes from the matrix
multiplication. Another way to findBfk is based on the observation

The cost of forward transformation may be shared between
consecutive faults in the fault list, if they have very close circuit
states, which result in the same RHS in equations (7).

that the column vectop H 0 O™  can be easily obtained from the |t is important to note that all the entries in part of the RFM matrix
simple matrix structure d?;. Therefore, the system of equations in in equations (9) are fault-independent and only depend orZthe
(11) can be solved using another FBS based on the LU factofs of matrix and the tOpOlOgical structure of the visible Components. We
can precompute this matrix from according to all the nonlinear
and faulty components in the circuit. So the RFM matrix can be
(12) directly filled up based on the visible components atkttle itera-
tion. This pre-computation is performed in functiprecomput-
. eRFM) in Figure 3. Since the LU factors of are readily
5.2 RFM Procedure and Its CompIeX|ty available from the fault-free circuit simulation, invertingneeds
This RFM computation is implemented in the procedureaif- about two times more computations compared to one LU factoriza-
eRFM) in Figure 3. The procedure is illustrated in Figure 5. The tion. This computational overhead is well paid off when fault simu-
decision of whether the RFM computation should be performed lation for hundreds of faults are performed concurrently.
depends or, the number ofvisible components. An important
issue in circuit simulation is that the circuit matrix be sparse using
sparse matrix techniques [10], and the complexity of solving equa-

tions (7) is practicallyO(m'®), wherem is the order of the equa-

Finally, the solution of th&-th NR iteration is

U= ol

Experiments show that the RFM procedure is stable numerically. It
can be shown that the RFM is not singular as long as the original
MNA matrix is not singular.



6 State Prediction which is also a 2nd order polynomial. To determine the constant

While the RFM approach reduces the computational complexity 2ndp, two previous statesl,, ; and,,_, of fafjtare used.
within an NR iteration during fault simulatiorstate prediction i . . .

method computes an initial guess close to the final state andln_ the case that a fixed time step is used.fqr this e.xample,
reduces the number of NR iterations significantly. In this method, with t,~t,_y = tq_1~t,_,, the value of the prediction function at
the similarities in response between two consecutive faults in thetimet, can be derived as:
fault list under the same stimulus is exploited to computebthet

initial guessfor the NR iterations. Since the states of two consecu- U22= f(z)(tn) =Uy ot
tive faults are the closest according to fault ordering criteria, the
state of the preceding faults in the fault list should be a gaitil . ) N . . .
guesdor the NR iterations in the simulation of the next fault. Since which will be used as the initial guess for solving, I NR itera-
NR iterations converge quadratically near its solution point, a good tion for fault simulation. As we can see that the overhead of state
initial guess will greatly reduce the number of NR iterations. prediction in fault simulation is very small.

Uy —Up_g

bty et ) (19)

An intuitive method in state prediction for DC fault simulation of 7 Fault Ordering
the next faultf, is to take the state of the preceding fafylas the Fault ordering is a key issue in predicting the state of the next fault
initial guess. That is: accurately. The response of one fault may be more similar to the
response of another fault rather than to that of the fault-free circuit.
U?Z = Uy, (13) Therefore, more accurate state prediction can be achieved by using

o o one fault response to predict the state of the next fault.
This simple heuristic method works extremely well for DC fault ) ] ] ] )
simulation and results in much less number of NR iterations thanFor precise DC fault simulation, all the faults in the fault list are
other initial guesses based solely on the circuit structure. FurtherOrdered in terms of their parameter deviations, which are the only
since the initial guess is close to the final solution, the NR itera- information accessible before DC simulation. A precise DC solu-

tions for faulty circuits are now more likely to converge. tion is necessary for transient fault simulation.
In the case of transient analysis, circuit simulators have used thdn transient fault simulation, all the faults in the fault list are

state at the previous time step as an initial guess for NR iteration atordered in terms of their previous transient responses as shown in
the present time,,. An i-th order polynomial using previouis1 Figure 7. When fault simulation proceeds to a new time $ep

time step states is proposed for an initial guess [1]. In practice, A €SPONses Fault List
most circuit simulators use a first order polynomial, since high- (ordered
order polynomial interpolation offers about the same speedup. i
before t,11):
Our state prediction approach for transient fault simulation is based f5,
on the similarity between the local response waveforms of two f3,
consecutive faults. To illustrate our approach, consider Figure 6 f1,
f2,
f4.
(a) Local waveform of the faultf;
Tt
+ linear interpolation Figure 7 Fault ordering based on faulty responses

X faulty state prediction . . . .
v P all the faults are ordered using the simulation data from the previ-

ous time steps. Then, fault simulation are performeg.gt In par-
ticular, a weighted sum of the previous time output responses are
(b) State prediction for the faultf, used as a ke for fault ordering, that is:

¢ final result

A= agUg taglp ot (16)
Figure 6 State prediction with reference to
the preceeding fault Our experiments indicate tha, =2 & = -1  provides a good
. o ) ) choice for this key function, which gives a fault ordering with bet-
which shows the state prediction at tirgfor a faultf, using the  ter state prediction. Fault ordering is implemented in the procedure
simulation data from the preceding fafjlt A second order polyno-  orderFaults () in Figure 3.

mial functionF4(t) is first built for the faultf;, using the states,. . . . .
) ; R ) Compared to the complexity of solving a set of linear equations,
2 Un-3, @ndup. This polynomial function is then used to build the ¢ ¢omputational overhead of fault ordering and state prediction is
prediction function for the next fauf: negligible. At every time step, faults in the fault list are ordered, but
0 few of the faults need to change their position with respect to the
Fa(t) = aFy () + B (14) previous time ordering.



8 Fault Processing and Fault Coverage Analysis described before. These training circuits are then inserted in the
In test generation applications, fault simulation is primarily used to fault list. Thereafter, all the circuit instances in the fault list are
estimate the fault or yield coverages of a test. For speeding up faul§imulated inconcurrentFaultSimulation () described in
simulation, our approach employs early fault dropping to those Figure 3. If the current simulation timig is a sampling time for
faults that are detected at early steps of test stimulus applicationfault detection, the measurement threshold is computed in
Our approach also estimates thresholds to separate “good” angetThreshold () shown in Figure 8. All the faulty responses

“bad” circuits. are checked against the threshold and those detected faults are
dropped from the fault list. The algorithm ends up with a set of
8.1 Test Measurement Threshold undetectable faults under this test stimulus. Therefore the fault cov-

Thresholds on circuit specifications are often specified by circuit €age can be evaluated.
designer. For test other than specification tests (alternate tests) .
these thresholds have to be determined from simulation data. 82 Early Fault Dropping

In thi t Monte-Carlo simulation t A typical transient test is illustrated in Figure 10. The response to a
n this paper, we propose concurrent Vionte-tarlo simuiation 10 4.5 jent test for a CUT are sampled at certain time points. Once
compute thresholds for transient tests. The simulator first generates

a large numbet. of training circuits with independent normal dis- v test stimulus
tributions of certain tolerance for the component parameters. Each BN 0 — — —CUT response
training circuit is simulated to obtain its specifications. If the cir- £ | % = =TT T, sampling point
cuit satisfies all the circuit specifications, it is marked as “good”, / | | O threshold
otherwise it is marked as “bad”. After the specification simulation, / |
we have a set of “good” circuits and a set of “bad” circuits. All lie | 'II' 'T IT >,

1 2 3

across and near the circuit specification boundaries. Therefore, the
transient test fault detection thresholds can be computed by simu-
lating all theL circuits under the test stimulus, as shown in Figure

8. Assume that the test requires 100% yield coverage. Then, thghe response of a fault deviates from the expected fault-free
response by a certain threshold at a sampling time, this fault is
marked as detected. Therefore, this fault need not be simulated for

Figure 10 Transient test measurement thresholds

y response of “good” circuit

----- response of “bad” circuit the following sampling time points. In our concurrent fault simula-
T : sampling point tion algorithm, we propose early fault dropping scheme to speed up
THD;: threshold ar; the overall fault simulation. As the fault simulation proceeds to a

new sampling time point, those faults which are detected are
dropped from the fault list.

>

The fault simulation procedure obtains speedup through early fault
Figure 8 Calculation of measurement hreshold dropping due to two reasons:

Since many faults are dropped during early sampling points,
fewer faults need to be simulated per time step on an average.

2. Those faults which give larger response deviations at early
Figure 9 shows the algorithm of fault processifigie function sampling point are more expensive to simulate during later
time steps, since large change in faulty states is harder to pre-
dict and takes more number of NR iterations during concurrent

threshold at a sampling point is the difference between the highestl'
and the lowest responses of all the “good” circuits.

Algorithm Fault processing and coverage analysis
00Input:  {netlis}, {fault_list, {stimulug, { sampling_times

01{training_circuits := L statistical experiment circuits; fault simulation. By dropping those faults, the average number
02 specsSimulation  ({training_circuits); of NR iterations for each faults is greatly reduced.
04 Insert {training_circuitg into  {fault_lisg;
03 for each time stepo _ 9 Experimental Results
09 concurrentFaultSimulation (to); h fault simulati 1gorithm h imol .
10  if t, O {sampling_timesdo Jlfault dropping The concurrept au t simulation algorithm has been implemented in
11 THD:=getThreshold  ( t,, {training_circuitg); a prototype simulation program called CONCERT. It uses SPICE
12 for each § O {fault_lis§ do level-1 models for devices like BJT, MOSFET, and diode etc. For
13 if response (tnfg) > THD solving the linearized circuit equations, CONCERT use the sparse
ig {fglﬂt—“St} = {fault_lis§ - fo; matrix package developed in U.C. Berkeley [6].

enal
16 end for For accuracy and speedup, we compare the performance of CON-
17 endif . L
18 end for CERT with Spectre, an analog circuit simulator from Cadence
19 reture {fau|t_|ist} /] the set of faults undetectable Design Systems. Table 1 gives the various characteristics of the

experimental circuits for evaluation. Among them, Biquad is a sec-
ond-order low pass filter; Amp2 is a two-stage BJT amplifier; Slew
is a slew rate filter; Front is a circuit constructed by combining
specsSimulation () performs the specification simulation for AMp2 with Slew. U741 is the 741 opamp form CircuitSim90
all the training circuits and marks the “good” and “bad” circuits, as Penchmarks [18]. The opamps in Biquad, Slew, and Front are

Figure 9 Fault processing and coverage analysis



Test stimulus DC fault simulation TR fault simulation

Circuit |# of faulty | # of |# of com-| N - - -

name | circuits |nodeg ponests signal stop timé Circuit | without state| with state |without state| with state
—— 5 2 s Tru = 0 name | prediction prediction prediction prediction

Bigual 17 5 ulse(f,=5ms)| 10ms Biquad 5 1 > 1
Amp2| 150 | 11 19 |50e-3inReat) | 0.2ms Amp2 o1 358 287 To1
Slew 200 10 37 16sin(20rt) 140ms Slew 11 1 3.93 1.48
Front | 360 24 55 |Pulsel,~0.1ms) 0.2ms Front 24 18 3.23 1.89
U741 120 25 38 | o.sine4at) | 0.4ms U741l 55 6.2 4.23 2.31

Table 1 Example circuit characteristic Table 3 Average number of NR iterations

described in macromodel which includes input and output voltage Circuitname |# of nodey DCRFM | TR RFM
limiting diodes linearized atg>0.7volt. Biquad 20 1 1
Amp2 11 3.73 411

Each faulty circuit in the fault list is generated by injecting single

. . ; . . Slew 10 1 2.35
catastrophic or parametric fault associated with a linear component
. L . Front 24 2.27 4.64
in the circuit. Two catastrophic faults (short and open) and 8 para-
U741 25 14.5 15.9

metric faults (with 5%, 15%, 50%, 80%, 120%, 150%, 200%, and

1000% of the nominal value, respectively) are generated corre- Table 4 Average order of RFM

sponding to each linear component. shows the average order of the RFM for all the faulty circuit simu-
lations performed concurrently in DC and TR fault simulation. The
DC fault simulation | TR fault simulation order of RFM is equal to the number viible components at any
Circuit | # of |Spectre|Concert| Speed| Spectre|Concert| Speed simulation time, since onlyisible components will contribute to
name | faults | (sec) | (sec) | up (sec) | (sec) | up the RFM. The order of RFM for the Biquad filter is unity at every
Biquad| 170 17 001l 170 | 578 | 046 | 125 time step. This is due to the fact that the circuit is operating in its

linear range under the test stimulus and CONCERT is very efficient

Amp2| 150 8 003] 100 | 150 | 263 57 when it detects that the order of RFM is one. For the other circuits,

Slew | 200 2 0.01| 200 | 380 | 3.04] 125 the order of RFM is higher. Among the nonlinear circuits, the fault
Front | 360 10 0.12| 90 115 12.8 | 9.0 simulation for the slew rate filter gets the largest speedup because
U741 | 120 6 0261 23 | 254 | 102 25 most of its nonlinear components are voltage limiting diodes and

the average number of visible components is very small. Therefore,
the speedup obtained by CONCERT is mainly related to the aver-
age number of visible components in fault simulation. Circuits

Table 2 Compares the DC and transient (TR) fault simulation CPU described in marcomodels or behavioral models gets more speedup
time for the example circuits using Spectre and CONCERT on ain fault simulation because of the less number of visible compo-
Sun Ultral. The data for Spectre is the intrinsic simulation time NeNts.

reported by Spectre accumulated for all faults. The actual CPUThe output waveforms generated from CONCERT were found to
time for Spectre is even longer due to the overhead involved in set-match with that from Spectre simulation, with less than 5% maxi-
ting up MNA. In transient fault simulation of the Biquad filter, two  mum error which is mainly due to the slight difference in time
order of magnitudes speedup was obtained using CONCERT. Evenyteps and device modeling. Figure 11 shows the simulation outputs
for U741 with precise device modeling for its 23 BJTs, we still get from CONCERT and Spectre for the slew rate filter, with a test

2.5 times speedup. For all other circuits, CONCERT was 6-12 stimulus of 16sin(20rt). About 100 time steps are simulated both
times faster than Spectre. In DC fault simulation, higher speedups; CONCERT and Spectre.

are obtained than in transient fault simulation. This is due to the X: fault-free response . .

fact that DC fault effects are much more localized, and that the ; a8 [
state prediction method are far more better than random initial
guess which is the case in DC circuit simulation.

Table 2 Speedup of Concert over Spectre in simulation for
the fault-free and all the faulty circuits

We also collected some statistical data during fault simulation to -
show how speedup is achieved in CONCERT and why different
speed up are obtained for various types of circuits. Table 3 gives.
the average number of NR iterations per time step per fault, with |
and without using the fault state prediction technique. It can be
seen that the number of iterations is reduced by 50-165% in CON-
CERT using state prediction for transient fault simulation, and
much more for DC case.

(a) CONCERT outputs (b) Spectre outputs
Further speedup is obtained by using the RFM technique, which

gives quite different speedup for different type of circuits. Table 4 Figure 11 Simulation output of one fault-free and ten faulty
circuits due to the capacitor C2 in the slew rate filter
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