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Abstract

Power consumption is very critical for portable video

applications such as portable video-phone. Motion es-

timation in the video encoder requires huge amount of

computation and hence consumes the largest portion of

power. In this paper we propose a novel method of reduc-

ing power consumption of the motion estimation by adap-

tively changing the pixel resolution during the computa-

tion of the motion vector. The pixel resolution is changed

by masking or truncating the LSBs of the pixel data which

is governed by an adaptive mechanism. Experimental re-

sults show that on average more than 4 bits can be trun-

cated without a�ecting the picture quality. This results

in an average 70% reduction in power consumption.

I. Introduction

As the multi-media and wireless technologies become ma-

ture, more and more sophisticated portable multimedia

applications, such as wireless video phone and hand-held

digital video camcorder, are becoming available. Real

time video compression is required to reduce the band-

width either for transmission or for storage of the video

data. However, it consumes a lot of power. Among

all the video compression schemes, digital pulse code

module/discrete cosine transform (DPCM/DCT) com-

pression is the most popular due to its capability to re-

move spatial and temporary redundancy to achieve low

bit rate. Also it is more suitable for VLSI implementa-

tion. In DPCM/DCT compression scheme, a motion esti-

mation module is required to estimate the motion vector

of a particular macro-block. Instead of transmitting the

compressed pixel data, only the motion vector and the

prediction error are coded and transmitted. This greatly

reduces the temporal/spatial redundancy and the num-

ber of bits required to represent the macro-block. Among

all the signal processing modules required for video com-

pression, motion estimationmodule is the most computa-

tional intensive (more than 50% of the entire system[5]),

and hence consumes the largest amount of power.

For portable video applications, there are several de-

sign parameters that need to be trade-o�: the bit rate,

the algorithmic performance (or picture quality), the cir-

cuit complexity and the power consumption. If we use

a very accurate predictor in the DPCM loop which gives

very accurate motion estimation, the prediction error in-

put to the DCT will be small. Thus we can either re-

duce the bit rate under �xed quantization step size or

use smaller quantization step size under a constant bit

rate requirement to achieve a better picture quality (In

this paper, a constant bit rate requirement is assumed).

However, accurate prediction needs more computation

and hence higher complexity and power consumption.

The relationship between the picture quality and the pre-

diction accuracy is not a linear function. Hence it will

be bene�t to trade-o� prediction accuracy for power con-

sumption without a signi�cant impact on the �nal picture

quality.

There are di�erent ways to reduce the complexity and

the power consumption of the motion estimation. Ap-

proximate algorithms such as three-step search block

matching algorithm can be used instead of full search

block matching algorithm. Smaller search window can

be used to reduce the computational load and power

consumption [3]. Another method is using bit trunca-

tion technique in which the bit precision is adjusted such

that the bit-width and thus the hardware cost of the mo-

tion estimation module are minimized while the perfor-

mance still satis�es the requirement. In [6], a �xed bit-

truncated block-matching motion estimation algorithm

is proposed to reduce the hardware cost of the motion

estimation module. It is shown that the incoming im-

age pixel value can be truncated by 4 without signi�cant

degradation in the algorithm performance which is mea-

sured by the peak signal-to-noise ratio (PSNR) of the im-

ages. In this paper, we propose a bit masking technique

to reduce power consumption of the motion estimation.

Instead of using a �xed truncation, an adaptive bit mask-

ing method is used to determine the number of truncated

bit in real time depending on the quality of the picture.

If the accuracy is too low, the prediction error will accu-

mulate and the magnitude of data feed to the quantizer

is large. To maintain a constant bit rate requirement,

a large quantization step size is required which degrade
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Figure 1: Overview of a DPCM/DCT based encoder

the picture quality. In the proposed adaptive scheme, the

number of truncated bit will then be reduced by masking

fewer LSB bits. By doing so, a better trade-o� between

power consumption and picture quality can be achieved.

The paper will be organized as follows. DPCM/DCT

based video compression algorithm and block-based mo-

tion estimation algorithm will be reviewed in Section 2.

Section 3 discusses the issues of �xed bit truncation and

power consumption. The proposed adaptive bit masking

method is presented in Section 4. Results on the power

reduction and algorithmic performance are discussed in

Section 5. Finally, we give the conclusion in Section 6.

II. DPCM/DCT based video compression

algorithm and motion estimation

algorithms

The most popular video encoders for standards such

as MPEG1, MPEG2, H.261 or H.263 employ a DPCM

transform-based compression technique which consists of

the following basic functions: discrete cosine transform

(DCT), quantization, variable length coding (VLC), bit-

rate control, inverse discrete cosine transform (IDCT),

dequantization, and motion compensation. Fig. 1 shows

an overview of a DPCM/DCT based encoder. The block

indicated by dash line is for the adaptive bit truncation

which will be discussed in Section 4.

The main idea of the transform based video com-

pression algorithm is to reduce the spatial redundancy

within picture (intra-frame coding) and the temporal re-

dundancy between pictures (inter-frame coding). Re-

dundancy is exploited by a combination of motion-

compensated di�erential pulse coded modulation (MC-

DPCM) and transform coding. One important feature of

the MC-DPCM loop is the motion compensated predic-

tion. An important component in motion compensated

prediction is the estimation of motion vector in successive

frames.
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Figure 2: Motion estimation algorithm

Block-matching motion estimation technique is widely

used to determine the motion vector which is the relative

position between the current block and the best matched

block in the search window in the previous processed

frame (see Fig. 2). Mean absolute di�erence (MAD)

is commonly used as the matching criterion and is calcu-

lated as follows:

MAD(m;n) =

NX

i=1

NX

j=1

jxi;j � yi+m;j+nj (1)

where N is the block size, xi;j and yi;j are the pixel val-

ues of the current block and the previous block, respec-

tively. The best matching is the block in the search area

which has the minimumMAD. Since block matching al-

gorithms (BMA) are computationally very demanding,

application-speci�c VLSI implementations for BMA are

required to satisfy the computational requirement. Many

architectures have been proposed for �xed block size, full

search and fast search BMA[2][8].

The prediction error depends on how accurate the mo-

tion estimation predicts. Larger prediction error will lead

to higher bit rate or greater quantization step size and

quantization error. However the relationship between the

�nal picture quality and the prediction accuracy is not

linear. To achieve a higher prediction accuracy, we need

more intensive computation in the motion estimation and

hence more power consumption. At the same time, it

may not necessary result in signi�cantly better picture

quality. Therefore one way to reduce power consump-

tion is to trade-o� the prediction accuracy.

There are several ways to trade-o� the prediction ac-

curacy. The �rst is to use di�erent algorithms. For ex-

ample, fast search BMA such as three-step search, which

is much simpler, can be used instead of full search BMA.

The other way is to use a coarser pixel resolution to re-

duce the computation complexity. These two methods

are orthogonal and can be combined together. In this pa-

per, we will explore the power/picture-quality trade-o�

using coarser pixel resolution. In particular, we propose a

variable bit resolution scheme in which the trade-o� can

be done adaptively with respect to the picture quality

and the power consumption in real time. In the follow-

ing sessions, we will discuss the technique of �xed bit

truncation and adaptive bit masking, respectively.
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Figure 3: Average MAD per pixel vs. Bit Width

Sequ- NTB = 4 (w = 4) NTB = 3 (w = 5)

ences max aver. MAD max aver. MAD

di�. di�. % inc. di�. di�. % inc.

missA 0.19 0.16 7.76% 0.11 0.10 4.97%

Sales. 0.09 0.07 2.49% 0.03 0.02 0.66%

Table 1: The error of MADwithNTB = 4 andNTB = 3

III. Fixed bit truncation

In this session, we investigate the power consumption re-

duction of the motion estimation module using �xed bit

truncation on the pixel values. Full search algorithm is

used to demonstrate the concept while it is also applied

to other block matching ME algorithms. Simulation re-

sults show that the algorithmic performance of the block

matching motion estimation, which is measured by the

picture peak signal-to-noise ratio (PSNR), only degrades

slightly when the LSBs of the pixel value are truncated.

It is di�cult to decide the optimal number of truncated

bit (NTB) analytically. However this can be determined

from empirical data. We simulated several benchmark

video sequences and looked at the impact of NTB on the

calculation of MAD. We use the sequences of \missA"

and \Salesman" for illustration. In our simulation, the

�rst 150 frames of the video sequence were used. The

simulation results of di�erent NTB are shown in Figure

3. It is observed that the MAD decreases exponentially

and it becomes atten when the NTB is equal to 4. Ta-

ble 1 summarizes the maximumMAD di�erence, average

MAD di�erence and the % increase in average MAD with

respect to the full precision (8-bit) FS-BMA for NTB

equal to 3 and 4. Based on the above simulation results,

NTB equal to 4 is a reasonable number to use.

Truncating the LSBs leads to less hardware and hence

reduces the power consumption. Moreover, the switch-

ing activity is further reduced because of the nature of

the video data. In [7], multimedia data is modeled by a

Dual-Bit Type Model (DBT) of which the bits of the data

are classi�ed by two regions according to their switching
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Figure 4: Bit transition for input of motion estimation.

activities: the low order bit region in which the bits are

relatively independent and have higher switching activ-

ities, and the high order bit transition region in which

the bits are highly correlated and have lower switching

activities. Figure 4 shows the pro�le of the switching ac-

tivity at the input of the motion estimation processing

elements which closely resembles the DBT. The LSBs

of the image data have much higher switching activities

than the other bits. By truncating the LSBs of the pixel

data, the percentage of switching activity reduction is

higher than that of the bit truncation. Therefore further

power reduction is achieved in addition to the reduction

in complexity.

IV. Variable Truncated Bits using Adaptive

Bit Masking

For some video sequences and applications where picture

quality highly depends on the prediction error, a higher

pixel resolution is preferred to achieve a lower prediction

error. Hence the NTB should be reduced to achieve a

better prediction. On the other hand, for some video

sequences of which the sensitivity of the picture quality

on prediction error is low, we can have a larger NTB to

achieve a larger power reduction. Therefore it is better to

have a scheme that the NTB can be changed in real time

to cope with the picture quality requirement. Conse-

quently, better trade-o� between the power-consumption

and algorithmic performance can be achieved.

In the following, we present a variable bit truncation

algorithm using adaptive bit masking method. Instead

of using PE elements with smaller bit width in the mo-

tion estimation datapath as in the �xed NTB scheme,

PE elements that can accommodate full pixel resolution

are used. The current and previous frame pixel data are

sent to a mux before going into the motion estimator.

The mux will select a zero to mask o� the bits which are

chosen to be truncated. By having a real-time adaptive

control mechanism, the number of bit truncated can be



varied between di�erent frames or di�erent macro-blocks.

To reduce the overhead of the computation complexity

and power consumption, it is better to have a simple

mechanism for the NTB control. We developed a sim-

ple model which adaptively truncate the number of bits

based on the quantization step size.

Generally speaking, the quantization step size is deter-

mined by the error image of the original picture and the

predicted picture with the consideration of bu�er con-

trol. The complexity of the error image is related to

the complexity of scenery and the accuracy of the pre-

diction. Normally, sceneries with higher complexities or

large motions will result in larger error image and conse-

quently result in larger quantization step size, and vice

versa. If we perform the truncation operation on the

pixel values, the complexity of the error image will also

be changed accordingly. As illustrated in Figure 3, the

amplitude of error image is increased when the number

of truncated bits increased. The bit rate control mecha-

nism will change the quantization step to cope with the

change in error image. In general the quantization step

size is increased to maintain the constant bit rate require-

ment. Therefore, the quantization step size can be used

to reect the e�ect of the truncation operation.

The block diagram of the modi�ed DPCM/DCT video

encoder using the proposed adaptive bit masking ap-

proach is illustrated in Figure 1. The adaptive bit mask-

ing uses a feedback loop which is embedded in the DPCM

loop. If we mask and truncate more bits, the error image

is increased and the quantization step size will probably

become larger. If the quantization step size becomes too

large, we should reduce the number of masked/truncated

bits to reduce the error image. Otherwise, we can main-

tain or further increase the number of masked/truncated

bits while the quantization step size is unchanged or only

slightly increased.

Based on the above description, we establish a simple

model to adaptively change the NTB. It is known that

the quantization step size can be changed on the frame-

level as well as on block-level. Our proposed NTB control

algorithm is based on the frame-level model. The algo-

rithm is shown in Table 2. QPnew is the average quanti-

zation step size of current processed frame,QPmean is the

average quantization step size of the previous processed

frames, and NTB is the number of truncated bits. The

two parameters f1 and f2 is used to �ne-tune the win-

dow of the quantization step size in which the NTB is

remained constant.

When QPnew � QPmean � f1 (f1 � 1), it means that

the quantization step size is not particularly large and

we can a�ord to have a larger prediction error. If NTB

If (QPnew � QPmean � f1 and NTB < 6)

NTB = NTB + 1;

Else if QPnew > QPmean � f2 and NTB > 1)

NTB = NTB � 1;

Else

NTB remains unchanged;

Table 2: The proposed model

is less than an upper-bound (6 in our case), NTB is

increased by 1. In this case, the complexity of the error

image may be increased. This may cause an increase

in the quantization step size of the next frame. NTB

will keep on increasing as long as QPnew � QPmean� f1
and NTB does not reach the upper bound. When the

quantization step size is increased such that QPnew >

QPmean�f2 (f2 > f1), it means the current quantization

step size is too large and should be decreased. If the

number of truncated bits is larger than a lower-bound

(1 in our case), we should decrease the quantization step

size by reducing the complexity of error image. This

is implemented by reducing the NTB. When NTB has

reached the low-bound or QPnew is reduced to the level

close to QPmean (i.e. QPnew < QPmean � f2), NTB is

remained unchanged.

V. Experimental results

We carried out simulations based on the H.263 standard

which is implemented by Telenor Research [9]. Three

video sequences were used for the experiment. They are

the \missA", \Salesman" and \Claire" sequences. The

\missA" and \Claire" sequences are slow moving while

the \Salesman" sequence is of moderate moving. A con-

stant bit rate of 32 kbps is assumed. The basic con�gu-

ration of the H.263 is used, i.e., the four negotiable cod-

ing options (unrestricted motion vectors, syntax-based

arithmetic coding, advanced prediction and PB-frames)

are not included.

16� 1 semi-systolic array architectures implementing

the full search algorithm [2] are used for the comparison

of power consumption. All the power consumption are

estimated using an architectural power estimation frame-

work [1] which is based on a cycle-based power macro-

model [4]. Cycle-based power macromodel is built for

individual processing element. Switching activities at ev-

ery cycle are collected for every module during the archi-

tecture simulation. Power consumption is obtained by

invoking the cycle-based power macromodel.

For �xed NTB, the variation of power among the

frames is quite steady as seen in Figures 5. The change of

power consumption is within 2% across 150 frames sim-



ulated. This is true for all the video sequences. Table 3

summarized the results on power consumption and PSNR

for di�erent �xed NTB values. It can be shown that the

power consumption is reduced by an average 58% when

NTB=4 since the most active 4 LSBs are truncated. At

the same time the degradation in PSNR is less than 1%.

For variable NTB scheme, we used 1.0 and 1.09 for f1
and f2, respectively for the bit truncation control mech-

anism. These values are determined empirically. The

initial number of truncated bits is set to 4 for the �rst

inter-frame coding.

Figure 6 shows the simulation results on PSNR for

\missA", \Salesman" and \Claire" test sequences, re-

spectively. Three cases are compared in the simulations.

They are full precision (FP), adaptive bit truncation

(ABT) , and 4-bit �xed-bit truncation (4-bit FBT). From

Figure 6(a), it can be shown that the PSNRs of the de-

coded pictures of the ABT scheme is better than that of

4-bits FTB scheme in most of the frame for the \missA"

sequence. At the same time, the average NTB is 4:2

which is a little bit greater than 4. For the \Salesman"

sequence, the PSNRs of the decoded pictures are very

close for all the three cases. However, the average NTB

of the ABT scheme is 5:7 which is much higher than the

other two cases. That means on average only 2:3 bits

per pixel are used for computation. For the \Claire" se-

quence, the PSNRs is a little bit worse than 4-bit FBT.

However the average NTB is 5.75 which is a lot higher.

The observation of \missA" having a smaller average

NTB than \Salesman" coincides with the results shown

in Figure 3 for the average MAD simulation. When

NTB equals 5 or 6, the % increase in average MAD over

that with full precision for \Salesman" is small, while for

\missA", there is a sudden increase in the % increase of

MAD when NTB is increased from 4 to 5. Therefore, for

\Salesman", even NTB = 5:7, the performance is close

to that of full-precision (see Fig. 6(b). Similar explana-

tion can be given for \Claire" sequence.

Figures 5 also shows the variation of power consump-

tion among di�erent frames which depends on the num-

ber of bits truncated in each frame. It shows that the

NTB range from 2 to 6 for \missA" and is most of time

lower than 5 for the other two sequences. Table 4 sum-

marizes the comparison of PSNR and power consump-

tion for FP, ABT and 4-bit FBT. It can be shown that

the power consumption of ABT for the \Salesman" and

\Claire" sequence is reduced by more than 70% and 20%

compared with the full precision and the 4-bit FBT re-

spectively. It is because in a lot of frames the NTB can be

increased to 6 and the average NTB are equal to 5.7 and

5.75, respectively. For the \missA" sequence, the power

consumption of ATB is a little bit higher than that of 4-

bit FBT while the average PSNR is higher. It is because

in a lot of frames, the NTB has to be set to 2 in order to

lower the prediction error so to reduce the quantization

step size. In general, ABT gives a better and more exi-

ble power/performance trade-o� than a FBT scheme.

VI. Conclusion

In this paper, we investigated the trade-o� between the

prediction accuracy and power consumption in the mo-

tion estimation module. We proposed a �xed bit trun-

cation scheme and an adaptive bit masking technique to

reduce the power consumption of the motion estimation.

while maintaining the picture quality. Experimental re-

sults showed that over 70% reduction in power consump-

tion can be achieved without signi�cantly degrading the

PSNR.
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Figure 5: Power Consumption of (a) \missA", (b) \Salesman", and (c) \Claire" sequences with di�erent NTB

Power/mW PSNR/dB

NTB \Salesman" \missA" \Claire" \Salesman" \missA" Claire

0 95.68 79.46 75.97 32.677 40.117 39.376

2 73.69 56.27 55.08 32.670 40.071 39.301

4 44.75 30.55 30.88 32.678 39.972 39.345

Table 3: The power consumption and PSNR for Fixed NTB
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Figure 6: PSNR simulation for (a) \missA", (b) \Salesman", and (c) \Claire"

Power/mW Aver. PSNR/dB

NTB \Salesman" \missA" \Claire" \Salesman" \missA" Claire

0 95.68 79.46 75.97 32.677 40.117 39.376

4 44.75 30.55 30.88 32.678 39.972 39.345

adaptive 35.84 32.59 24.55 32.645 40.019 39.246

Table 4: The result of power consumption and PSNR for ATB
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