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Abstract

An abundance of research e�orts in low power logic
synthesis have so far been focused on and/or or
nand/nor based logic. A typical approach is to �rst
generate an initial multi-level and/or or nand/nor
representation of a boolean function. Next, the rep-
resentation is optimized in terms of power. However,
there are major classes of circuits such as arithmetic
functions which have sizable and/or representations
but have very compact and/xor representations. For
these functions and/or based optimization approach
often yields poor results. In this paper, we put forth
a paradigm for low power logic synthesis based on
and/xor representations of boolean functions. Specif-
ically, we propose transforming a boolean function into
a Fixed Polarity Reed Muller form that allows us to ef-
�ciently synthesize xor trees and and trees with prov-
ably minimum switching activity. Preliminary experi-
mental results show that we attain good power savings
with negligible area overhead and often area reduction
when compared to conventional and/xor based syn-
thesis methods and the Berkeley SIS system.

1 Introduction

The advent of portable digital devices such as lap-
top personal computers has made low power circuit
design an increasingly important research area. For
example, laptop computers have limited battery life,
and so the circuitry in the computer must be designed
to dissipate as little power as possible without sac-
ri�cing performance in terms of speed. Additionally,
high power consumption increases the cost of handling
heat dissipation and diminishes the reliability of to-
day's increasingly complex circuits with higher tran-
sistor counts and faster clock rates. It is well known
that in CMOS technology a large portion of power
dissipation on chip is due to dynamic power consump-
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tion at the gates which is computed according to the
formula:
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where Ci is the output capacitance of the ith gate,
Vdd is the supply voltage, fi is the frequency of transi-
tions at the output of the ith gate, and N is the total
number of gates on the chip. Clearly, a reduction in
fi will lead to a corresponding reduction in the total
power consumption of the circuit. We can compute
fi as 2Pi(1� Pi) where Pi is the probability that the
output of the ith gate is high.

Till now most e�orts in power reduction have fo-
cused on reducing the power consumption in and/or
or nand/nor based circuits. The typical approach
is to �rst generate an initial and/or or nand/nor
representation of a boolean function. Next, the rep-
resentation is optimized in terms of switching activity
through a variety of well known techniques [5]. For ex-
ample, past research has encompassed low power tech-
nology decomposition of and and or gates [4, 12, 3]
as well as low power technology mapping of combina-
tional circuits implemented in terms of and and or

gates [9]. However, there are major classes of circuits
which have sizable and/or representations, but have
very compact and/xor representations [11, 8]. Arith-
metic functions such as adders, multipliers, and error
correcting codes are some standard examples [7, 11].
For these functions and/or based optimizations of-
ten yield poor results. Recently, there has been some
success in achieving area reduction by employing opti-
mization techniques speci�cally targeted towards ini-
tial and/xor representations in the well known Fixed
Polarity Reed Muller (FPRM) form [11]. In this pa-
per, we propose techniques for low power logic syn-
thesis of and/xor based circuits. We are able to ef-
�ciently synthesize a power optimal multi-level repre-
sentation of a circuit in the sense that each xor tree,
and tree, and or tree in the circuit consumes prov-



ably minimumpower under the zero-delay model with
the temporal and spatial independence assumptions.
We believe that this approach will become increasingly
important in the synthesis of a large class of boolean
functions because the area cost of xor gates imple-
mented in CMOS technology is decreasing [13].

An FPRM form for a boolean function f is sim-
ply a representation of f in which each variable of
the function has been expanded with either the pos-
itive Davio expansion or the negative Davio expan-
sion [1, 11]. An FPRM representation of f is an xor
of products representation in which each variable is
either complemented or uncomplemented throughout
the whole expression. For example, consider the func-
tion:

f = x1 x2 � x1 x3 � x1 x9 � x4 x5 x6 � x7 � x8 (1)

Observe that x1 appears only in complemented form
and x2 appears only in uncomplemented form. The
same is true for the remaining variables in the expres-
sion. We can associate with f an nine bit polarity
vector (0; 1; 1; 1; 1; 1; 1;1;1) which describes whether a
particular variable is complemented or not. The ith
entry in the polarity vector is 0 if xi appears in comple-
mented form and is 1 if xi appears in uncomplemented
form. An alternative representation of the function f

in (1) is :

f = x1 x2 � x1 x3 � x1 x9 � x4 x5 x6 � x7 � x8 (2)

In this case the corresponding polarity vector is
(0; 0; 0; 1; 1;1;0; 0; 1). It should be noted that given
any boolean function and any polarity vector we can
always e�ciently retrieve the corresponding FPRM
form from Ordered Function Decision Diagrams
(OFDD) which are based upon the Davio expan-
sions [11, 10, 2]. However, the size of the FPRM
representations for the same function may be di�er-
ent. Figure 1 shows the respective multi-level imple-
mentations, A and B, corresponding to the FPRM
forms in (1) and (2). When we take into consider-
ation power consumption, the two FPRM represen-
tations di�er greatly. For example, suppose that the
on probabilities for the primary inputs are: Px1 =
:90; Px2 = :99; Px3 = :99; Px4 = :40; Px5 = :10; Px6 =
:20; Px7 = :90; Px8 = :50; and Px9 = :50. If we realis-
tically assume that we have both the primary inputs
and complements of the primary inputs available to
us and we account for internal correlations then the
expected number of transitions or power consumption
for Synthesis A is 2.6. The expected number of tran-
sitions for Synthesis B is 1.3. Hence, there is a 50%
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Figure 1: Respective multi-level implementations of
Expression 1 and Expression 2

di�erence in the power consumption between the two
multi-level realizations.

In this paper we study the relationship between
the polarity vector, structure, and power consump-
tion of xor based logic and put forth a paradigm for
low power synthesis of such circuits. In Section 2 we
present our main theoretical results on low power logic
synthesis based upon FPRM forms. In Section 3 we
illustrate how the e�ects of the low power synthesis
are preserved after factorization and reduction rules
are applied to reduce the area of the circuit. In Sec-
tion 4 we present experimental results. In Section 5
we summarize our results and present future directions
for this research.

2 Theoretical Results

In this section we demonstrate how to choose a
polarity vector (and hence the corresponding FPRM
form) such that we can e�ciently synthesize every xor
tree, and tree, and or tree in the circuit with provably
minimumpower dissipation. Suppose we have an xor
gate g with inputs a and b. Then the on probability at
the output of the gate denoted by Pg is Pa+Pb�2PaPb
where Pa and Pb are the on probabilities of a and b.
The power consumed by g is 2Pg(1�Pg). If we assume
that both the primary inputs and their complements
are available then there are some interesting conse-
quences:

Theorem 2.1 Suppose we have an xor tree T con-
sisting of n inputs. If we replace any subset of the
n inputs by their complement the power dissipation
in the tree remains unchanged under the zero delay
model.

Observe that if we complement an even number of
inputs to an xor tree then the functionality of the tree



is preserved. We de�ne the notion of a power vector
as follows:

De�nition 2.1 Given a set S of n data signals
s1; : : : ; sn we de�ne the power vector Vs = Vs1 ; : : : ; Vsn
to be an n-bit vector such that Vsi = 0 if Psi � 1=2
and Vsi = 1 if Psi > 1=2.

De�nition 2.2 A power vector Vs = (Vs1 ; : : : ; Vsn) is
said to be low signal biased (LSB) if at most one Vsi
is equal to 1. Similarly, Vs is said to be high signal
based (HSB) if at most one Vsi is equal to 0. We call
an xor tree whose primary inputs have an LSB power
vector an LSB xor tree. Similarly, we call an xor

tree whose primary inputs have an HSB power vector
an HSB xor tree.

xor trees have the following interesting property:

Theorem 2.2 Suppose we have an xor tree T that
implements a boolean function f and consumes power
P with respect to an arbitrary power vector V . Then,
we can always transform T into a tree T 0 that realizes
f with power vector V 0 such that P 0 � P and V 0 is
LSB or HSB.

Theorem 2.2 means that we never increase the
power dissipation in a tree by transforming it into a
new tree whose inputs have an LSB power vector. The
result is signi�cant because of the following theorem:

Theorem 2.3 (LSB/HSB Optimality Theorem)

If we have n data signals which have an LSB power
vector then the Hu�man algorithm synthesizes an xor
tree that consumes the minimum power under the zero
delay model. Furthermore, if the n data signals have
an HSB power vector then the Anti-Hu�man algorithm
synthesizes an xor tree that consumes the minimum
power under the zero delay model.

Theorem 2.2 together with Theorem 2.3 suggest an
e�cient polynomial time algorithm for synthesizing a
power minimum xor tree given arbitrary input on
probabilities. The algorithm is as follows: Let k be
the number of primary inputs to the xor tree with
probabilities greater than half. If k is even replace all
k inputs by their respective complements. If k is odd
then replace any k�1 inputs by their respective com-
plements. Then simply use the Hu�man algorithm to
build the optimal tree. For and and or trees we have
the following theorems that are analogous to Theo-
rem 2.3 for xor trees:

Theorem 2.4 If the on probabilities of the primary
inputs to an and tree are less than half then the Hu�-
man algorithm synthesizes the minimum power tree.

Similarly if the o� probabilities of the primary inputs
to an or tree are less than half then the Hu�man al-
gorithm synthesizes the minimum power tree.

Theorem 2.5 If the product of the on probabilities of
the primary inputs to an and tree are greater than
half then the Anti-Hu�man algorithm synthesizes the
minimum power tree. Similarly if the product of the
o� probabilities of the primary inputs to an or tree
are greater than half then the Anti-Hu�man algorithm
synthesizes the minimum power tree.

Hence, if we choose a polarity vector such that all
the primary inputs have on probabilities less than 1=2,
then we can directly apply Theorems 2.3-2.5 to e�-
ciently synthesize every xor tree, and tree, and or

tree in the circuit with provably minimum power dis-
sipation.

3 Factorization and Reduction Rules

In practice we want to reduce the size of a circuit
to satisfy area constraints. Area reduction can be
achieved through the application of factorization rules
such as: (1) a b � a c � a d : : : = a(b � c� d� : : :) (2)
a b+a c+a d : : := a(b+c+d+: : :), and reduction rules
such as: (1) a b�a = a b, (2) a b�a c�a b c = a(b+c),
(3) a b� b = a+ b.

We observe that factorization does not change the
polarities of the primary inputs, and so we can still di-
rectly apply Theorems 2.3-2.5 to e�ciently synthesize
power optimal trees. For example, Figure 3 contains
the factored realizations of Expressions 1 and 2. Syn-
thesis B, the power optimal realization, consumes 40%
less power than Synthesis A. The reduction rules, how-
ever, may change the polarity of some of the primary
inputs. In this case, we employ an e�cient branch and
bound algorithm that makes use of Theorems 2.3-2.5
to prune the search space in order to synthesize power
optimal trees.

4 Experimental Results

Our algorithms have been implemented in C++
and executed on a Sparc 1 workstation. We used
the PUMA OKFDD package from the University of
Freiburg to generate the initial FPRM forms. In
the tables the parameter � is the percentage of on
probabilities of inputs that lie between [0; :5� �] and
[:5 + �; 1]. The power measurements were conducted
using the power estimation tool in SIS 1.2 assuming
a 20MHZ clock. The circuits that we used came from
the MCNC benchmark suite. Finally, all of the power
measurements were of mapped circuits using the well-
known MCNC generic library (mcnc.genlib).
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Figure 2: Respective factored multi-level implementa-
tions of Expression 1 and Expression 2

In Table 1, we compare the results of the bal-
anced tree synthesis algorithm (denoted with a \B")
from [11] using the the area minimization heuristic
described in [10] to generate the initial FPRM form
against the results of our algorithmwhich is referred to
as the non-balanced synthesis (denoted with an \N").
First we see that our algorithm produced results that
di�er negligibly in area from the best known area min-
imization heuristic. In fact, overall, our realizations
have a slightly smaller area. Second, we achieve an av-
erage 18% power reduction from the best known xor
based synthesis technique. Additionally, circuits such
as f51m and pcle highlight the fact that the power
savings is due to the optimal synthesis of the trees
and the polarity of the variables and not a fortuitous
initial FPRM form that has fewer literals.

For the sake of completeness, in Table 2 we com-
pare the performance of SIS (by using the and/or
based commands: collapse and resub and denoted
with an \S".) against that of our algorithm. We se-
lected four circuits which realize arithmetic functions
as our benchmark circuits. On the average we have a
37% area savings and a 53% power savings. In fact,
the best known SIS scripts (boolean, rugged, and al-
gebraic) perform very poorly against xor based tech-
niques in terms of area and power for arithmetic cir-
cuits. The reader is referred to [11] for a detailed com-
parison between arithmetic circuits synthesized from
the SIS scripts and arithmetic circuits synthesisized
from FPRM forms.

5 Conclusion

In this paper we have presented a low power syn-
thesis paradigm for xor based logic. We have taken
advantage of special properties of the FPRM form
and xor gates to develop an e�cient optimal low
power synthesis algorithm for xor trees, and trees,

and or trees. There are two natural extensions of
this work. The �rst would be to modify the mapping
phase to preserve the e�ects of the low power synthe-
sis. The special properties of xor gates and FPRM
forms might yield additional opportunities for power
savings beyond those presented in [9]. Second, the
reduction and factorization rules have to be studied
further in terms of their e�ect on power consumption
of xor based logic.
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Circuit PI PO � � Area Power

Lit-B Lit-N % L Imp Power-B Power-N % Pow. Imp

0.00 0.00 430 470 -9.30 1213.0 1206.2 -0.57

9symml 9 1 0.50 0.25 430 534 -24.10 1103.2 1189.7 -7.84

1.00 0.25 430 418 2.80 916.5 621.5 32.19

0.00 0.00 25 20 20.00 61.9 68.4 -10.50

b1 3 4 0.50 0.25 25 20 20.00 39.7 35.3 11.08

1.00 0.25 25 20 20.00 34.6 28.5 17.63

0.00 0.00 379 274 27.70 606.0 370.5 38.60

CM150 21 1 0.50 0.25 379 321 15.30 612.6 407.9 33.41

1.00 0.25 379 360 5.00 323.4 156.5 51.60

0.00 0.00 139 147 -5.70 308.0 311.8 -1.23

CM42 4 10 0.50 0.25 139 118 15.10 263.2 190.5 27.69

1.00 0.25 139 126 9.30 81.9 81.3 0.73

0.00 0.00 840 892 -0.60 2248.6 2257.9 -0.41

CM85 11 3 0.50 0.25 840 503 40.10 2076.2 929.7 55.22

1.00 0.25 840 531 36.80 1072.0 426.0 60.26

0.00 0.00 300 300 0.00 813.2 798.2 1.84

f51m 8 8 0.50 0.25 300 290 3.33 703.3 534.8 23.96

1.00 0.25 300 317 -5.60 497.8 347.2 30.25

0.00 0.00 250 266 -6.40 622.2 561.2 9.80

pcle 19 9 0.50 0.25 250 495 -98.00 668.6 828.3 -23.90

1.00 0.25 250 415 -66.00 365.2 310.0 15.12

0.00 0.00 140 123 12.10 360.4 315.3 12.51

t481 16 1 0.50 0.25 140 135 3.60 268.0 262.3 2.10

1.00 0.25 140 116 17.14 193.3 102.8 46.81

0.00 0.00 4.72 6.30

Average 0.50 0.25 -3.08 15.20

1.00 0.25 2.43 31.80

Overall Average 1.36 17.77

Table 1: Comparison between balanced and nonbalanced approaches where the minimum cubes heuristic was
used for the balanced approach and the LSB power vector was used for the nonbalanced approach.

Circuit PI PO � � Area Power

Lit-S Lit-N % L Imp Power-S Power-N % Pow. Imp

0.00 0.00 739 470 36.40 2647.0 1206.2 54.30

9symml 9 1 0.50 0.25 739 534 27.70 1746.4 1103.2 36.83

1.00 0.25 739 418 43.40 1228.4 621.5 49.40

0.00 0.00 445 300 32.50 1731.4 798.2 53.90

f51m 8 8 0.50 0.25 445 290 34.80 1118.4 534.8 52.18

1.00 0.25 445 317 28.80 743.2 347.2 53.30

0.00 0.00 335 266 20.60 1131.4 561.2 50.40

pcle 19 9 0.50 0.25 335 495 -47.80 764.4 828.3 -8.35

1.00 0.25 335 415 -23.90 323.4 310.0 4.10

0.00 0.00 6847 123 98.20 19322.7 315.3 98.40

t481 16 1 0.50 0.25 6847 135 98.00 13441.7 262.3 98.00

1.00 0.25 6847 116 98.21 7588.0 7588.0 98.60

0.00 0.00 46.93 64.25

Average 0.50 0.25 28.18 44.67

1.00 0.25 33.63 51.35

Overall Average 37.24 53.42

Table 2: Comparison between SIS and the nonbalanced approach using the LSB power vector.
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