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Abstract rithm constitutes a significant challenge for codesign meth-
odologies.

Hardware/software codesign approaches consist generally € outline of this paper is as follows: Section 2 de-
in HW/SW partitioning and scheduling, constrained codé&c'ibes the GMD& algorithm, Section 3 introduces our

generation, hardware and interface synthesis. This papdiodesign approach and its application to the Gkiakgo-

presents the codesign of an industrial experiment in acoustithm. and the design results are presented in Section 4 fol-

echo cancellation (GMDE algorithm) and emphasizes the /0Wed by concluding remarks.
partitioning and communication synthesis steps. This experg,  Description of GMDFa
ment points out interesting problems such as data and pro- .

grams distribution between system memories and modelifgl Introduction

communications in the partitioning process. For some years, there has been considerable interest
shown in improving high quality handfree telephone and
1. Introduction acoustic conference applications. However, the acoustic cou-

_ ) pling between the loudspeaker and microphone of each ter-
The continuous advances in processor and ASIC technoljinal is a significant operating difficulty.

gies allow for the integration of increasingly complex speci-  one solution to this problem may be the application of
fic systems. However, the improvements in desigihe adaptive filtering method to an acoustic echo canceller.
automation techniques for system production are increasinghe adaptive filter corresponds to the impulse response of a
more slowly than those of integration capabilities of ASICSF|R filter structure with variable coefficients. An algorithm
Consequently, there is a strong interest in higher levels febmputes the variation in filter coefficients and minimizes
system modeling and synthesis and particularly hardwargde matching error energy (Fig. 1). However, the adaptive fil-
software codesign approaches ([11], [7], [18], [9] for examter |ength L may be several thousand coefficients at a sam-
ple). Starting from a high level specification of a system, copjing rate of 16 KHz. This fact leads to difficulties in real-

design techniques attempt to quickly find refinedime implementation of the algorithm.
specifications of effective mixed implementations by a syste

matic exploration of various trade-offs. Codesign generall

Room 2 Room 1

comprises several tasks including HW/SW partitioning an ~ X f(”’ ID
scheduling, constrained code generation, hardware and co AONPTIVE ‘/
munication synthesis. FILT .

Acoustic echo cancellation is a good example of embec S .:Q - /
ded system design since the problem of its real time imple oy A Em e > |

mentation is still a challenging one, especially in broad ban
teleconference systems. Numerous algorithms have been
proposed [10] but performances of the well known NLMS al-

gorithm are too limited to deal with large teleconference The GMDR (Generalized Multi-delay frequency Do-
rooms. The GMDE& algorithm [2] has good convergence andmain Filter) algorithm is one of the frequency-domain block
tracking performances and is a good candidate for echo cagyaptive algorithms. A block formulation involving a filter
cellation. Nevertheless, for a long impulse response this alg@jith fixed coefficients during N samples (N is the block size)
rithm involves numerous computations on a large set of datgyo\ws various techniques (FFT, Fast FIR) to be applied in the
Therefore, the real time implementation of the GMI#go-  frequency domain to reduce the arithmetic complexity.

acoustic echo

Fig. 1 : Acoustic Echo Cancellation method



2.2 Specification of GMDFx efficients are computed by FFT and FEdperations of each

Different parameters define the complexity of the GMDF €lementary cell.
algorithm: N is the block size, K the number of blocks, and L
the filter length (with K = L / N). R new samples are pro-
cessed at each iteration of the algorithm, and the filter is
adaptedx (overlapping factor) times per block (with R =N/
a). The size of data (8, 16 bits for example), their type (inte- x®
ger, real), and their representation (fixed point, floating
point) are other parameters, which affect implementation.
This oversampling implies an increased arithmetic complex-
ity, but allows a fast convergence rate. The functional de- o~
scription (Fig. 2) shows the arithmetic complexity of the  xag .°

Xx(2N)

algorithm. \
K
XT (FzFNT) ; N
—1 2.3 Software implementations
Several studies have tried to implement this algorithm on
3 general purpose DSPs. [1] shows that a real time implemen-
tation is difficult on the TMS320C30 for a medium length fil-
ter (L = 1024). This real time implementation is very slow,
compared with the maximum run time (the ratio is between 2
ck T desied output YI(R) and 4). In [13], GMDE is implemented on two
TMS320C40s interconnected by a parallel bus. In this exper-
iment, the second processor is active for only 50% of the total
Elementary cell C.k > processing time, with a simplified version of GM@FThis
‘ simplified version uses only 3 FFTs (or FHTinstead of 2K
vt i 3
S 2.4 Hardware implementations

Fig. 2 - Functional description The hardware implementation has been studied in [5] and

The starting point of our experiment concerns the Directethe feasibility has been demonstrated on a specific architec-
Acyclic Graph (DAG) of the GMD&, depicted in Fig. 3. ture. In this hardware implementation, some computations
This decomposition is manually obtained by study of thedivision) are assumed to be executed by a processor. This ar-
specification (functional description) or a VHDL model atchitecture uses digital delay lines with an optimized area as
the behavioral level. In this DAG G=(N, A), nodes N repres,emqrization elements. It involves FFT and Fféperators,

sent computation tasks and arcs A describe data transfert aaﬂﬂj a specific Operating Unit (OU) composed of 2 multipli-
control precedences between nodes. The precedence C@ps ith multiplexed inputs and one accumulator. It allows
straints between two nodes are expressed by an arc. On egel oy acution of a complex multiplication in only two clock
arc, the name and the volume of data are given. A dotted ligGcje5. Memorization elements are composed of delay lines

meaqs that this data will be used at the n_ext iter_ation of ”@ dynamic memory with sequential access). This solution of
algorithm. Node 0 computes FFT on the input signal (XT), read-write cycle in one clock cycle to be executed, thus en-

Node 1 is the normalization block. The output of node 2 giveébling the operating unit to be used at maximum rate. In the
the estimated output in the frequency domain (Qx which de-

notes arrays Qr and Qi of complex values) by a convolutio

product, and after an FF}I'(node 3), we obtain the estimated
output in the time domain (Ytest). The difference between thd.  Codesign of GMDFx
desired output (YT) and the estimated output is calculated in

node 4. Node 5 provides the echo (YF). Node 6 transforn&1 Decomposition of GMDFx

the error signal (Et) into an error signal in the frequency do- ; : . .
. : - . Regardless of these results, it seems interesting to m
main (Ex) by one FFT. In nodes 7.i and 8.i, (i=1..k) filter co- g WS, | I g x

hardware and software parts to implement GMDBsing

.5um CMOS technology, the global area is about 15mm
ut this solution requires a very long design time.



previous results, Table 1 summarize the execution times &#ms, numerous and various heuristic techniques have been

DAG nodes. published and provide good, but not optimal solutions. It
seems that the two problems are similar in both HLS and
Node Hardware TMS320C40 DSP56002|  HW/SW partitioning. One of the main differences concerns
0 87 550 250 communications. In HLS, the communication times are gen-
1 XXX 321 272 erally ignored between functional units. In HW/SW partition-
> 23 =T 730 ing for data flow systems, data can be vectors or matrices, and
the partitioning step must take this parameter into account.
3 87 552 470 - . . .
2 > = We have prpposed a heurlstlc technique in [17] which
solves scheduling and assignment problems for a DAG spec-
5 32 34 ification. This algorithm is an extension of the Force Directed
6 87 552 406 scheduling algorithm [16], adapted for the HW/SW partition-
7 117 648 548 ing of tasks. It attemps to find the minimal cost schedule able
8. 98 584 451 to satisfy the set of constraints, given the global time con-
Total 2120us 124085 106164s straint. Refer to [17] for further details and methodology.

3.3 HWI/SW Partitioning of GMDF a

We propose two different HW/SW partitionings for GMD-
o ) Fa, obtained using our algorithm. The first implementation is

Hardware execution times come from [5] in the B 3 trade-off between execution time and hardware area. The
CMOS technology. For the software part, the execution timeg:heduling and dates of execution are summarized in Table 2.
of TMS320C40 and DSP56002 are givenu@ with the fol-  The TMS320C40 (DSP56002 resp.) is active for 91% (90%)
lowing parameters: N=128, L=102d=2, data are words of of the total processing time, but only 71% (57%) of the 8 ms
16 bits, real, and coded as fixed points. Following the samxresponding to the sampling rate. The hardware operators

pling rate of the audio signal (16 KHz), the maximum eXECUr oo are one FET(1L.8 mm?-) and one OU (0.5 m?'m. Note

tion time allowed for one iteration is 8 ms. , , ,
Since the algorithms used to implement each node and qihat the hardware execution of nodes 7.2 to 7.8 in the first

tribution of arrays into parallel memories of the DSPs are n artitioning overlaps with the software computation of nodes

identical for the two processors, there are differences in the‘l to 8.7. Similar behavior is obtained for hardware nodes

node execution times. Note that the execution times of tH&1 10 8.8 in the second partitioning.
TMS are estimated and those of the 56002 are real.

Table 1 Execution times for various
implementations

SW HW |Scheduling 320C4®cheduling 5600R Hardware
3.2 HW/SW partitioning Nodes | Nodes| begin -> end|{s) | begin -> end|{s) | operators
. — . 0 0->551 0 -> 449

During the Hardware/Software Partitioning step, designer: 1 552 5872 250 > 921
look for the best trade-off between hardware and software > 552 5675 150 5572 o0
parts. We assume that in data flow systems (such as telecorp _

o 3 676 -> 762 573 -> 659 FET
munications systems), three problems have to be saged:

. t (choi ¢ impl tati heduli q 4 763 -> 770 660 -> 667 ou
signmen (l? ou;e of implementation),scheduling an 5 715778 568 5 675 oU
re_?ﬁurce a ocailo? the HW/SW partitioning is to find 6 873 -> 1424 922 -> 1327

'ne m?m i?o% ot the ft pair : |oii1|ng tls c;tlhn amt 7.1 1425 -> 1541 1328 -> 1444]  OU, FFT
signmenin nhardware or software for all parts ot th€ system rg7 g4 1542->..->6213  1445->...->5053
specifications (all nodes of the DAG in our case). Their dateg o

: : : : 6213us 5053us OU, FFT
of execution are determined duriagheduling The study of '

scheduling allows different objectives to be targeted: minimi- . I
zation of operators, minimization of HW/SW communica- Table 2 First partitining of GMDF o
tions, minimization of execution time for example. The With the second partitioning (Table 3) which minimizes
problem ofresource allocatioris to find the type and number the hardware operator area, the TMS320C40 (DSP56002 re-
of resources used to implement the system. Trying to shase.) is active for 97% (97%) of the total processing time, and
resources between functionalities is the main difficulty. A re73% (70%) of the 8 ms. This solution requires only one FFT
source can be an operator (more or less complex), such @sg mnf) and one adder (0.07 rfjn The number of data
UAIE), adder, FFT or memorization elements such as registefqnsfers between hardware and software unitsgs ¥ 2 N
FIFO, RAM' . . 3 + 2 K) words of 16 bits, i.e. ., = 4864. These partition-

In High Level Synthesis (HLS), scheduling and resourcéngs do not take into consideration any side effects on total

. . ]
allocation problems exist. As they are NP-complete prob- . . N
P y P P execution time and area due to communications, controls and



allocation of DSP memories. Thus, in the following sectionsmerous conflicts may occur due to movements of instructions

synthesis of the complete architecture is described. and data sharing buses. In Table 4, approximate models of the
total execution times on these DSPs for a transfer of N values
SW | HW |Scheduling 320C4®Bcheduling 56002 Hardware and C cycles of CPU operations ¥Q0) are depicted. Note
Nodes| Nodes| begin -> end|fs) |begin -> end|fs)| operators that for DMA transfers these two tasks overlap, and models
0 0->86 0->86 FFT are very different due to the disparate architectures of the
1 87 -> 407 87 -> 558 DSPs. Notatiorext->int represents a transfer from an exter-
2 408 -> 924 559 -> 1288 nal to an internal data memory of the TMS320C40. Interac-
3 925 -> 1476 1289 -> 1758 tions between data and instruction flows are not modeled
4 1477 -> 1502 1759 -> 1820 here. The execution time on the DSP56002 depends on the lo-
5 1503 -> 1534 1821 -> 1854 cation of instructions and data. One extremity of the I/O
6 1503 -> 1589 1821 -> 1907 FFT transfer is necessarily external to the DSP. Notéatitext
7.1 1590 -> 2237 | 1908 -> 2455 concerning the DSP56002 means that move instructions are
7.2...7.8 2238->..->6773 | 2456->...->5743 located in the internal program memory and the other extrem-
88 | 6774->6871 | 5744->5849 FFT, Adder iy of the transfer concerns an external data memory.
6871ps 5840us FFT, Adder
Transfer
Table 3 Second partitining of GMDF  a mode TMS320C40 (40ns) DSPS56002 (25ns
DMA ext->int : Max(N+14,C) C>8N => C+4N+4
3.4 Allocation of arrays and code sections to DSP int->ext : Max(2N+14,C) | C< 8N => 12N + 4
memories. ext->ext: Max(3N+14,C)
After partitioning we obtain a set of nodes implemented by | Move _exfi”t, :2':;21% .i”t//i”t : %1%':;%
the software part. Since the DSP processors considered in oyr gtfg;t INHA4C E;tzit C+8N+8
design contain internal data and program memories, the map- :

ping of code and data sections corresponding to these nodes Tahle 4 Number of clock cycles for N I/0
is of great importance for optimizing resource utilization. operations and C CPU operations
Furthermore, these DSP processors contain two internal par- . ..
allel data memories to sustain the data throughput with t%‘5 Synthesis of communications

core. A process may be accelerated by a factor of up to 3 if itsData transfers in the GMDFapplication deal with arrays
data and instructions are properly moved from outside to irsf data. Thus synthesis of communications consists in deter-
side. In the same way, the throughput of communications cafining for each HW/SW transfer:

be accelerated if data are placed in internal memories. Athe type of transfer (synchronous or asynchronous),
present, the mapping of arrays and code is performed aftethe needed hardware support and the associated protocol,

partitioning but it would be desirable to consider this opera- the transfer mode (DMA or memory mapped 1/O).
tion during the partitioning step[12]. Firstly, arrays accessed _ o _
by nodes are distributed among the parallel memories in or-Previous works have focused on communication synthesis

der to maximize the possibilities of parallel moves of dats2ter HW/SW partitioning. In [4] and [15] the aim is to max-
This mapping does not depend on the internal/external alldnize utilization bandwidths of buses by analyzing peak and
cation. Hence, the aim of internal/external allocation of cod@verage data transfer rates over communication channels but
sections and arrays is to assign to internal memories objedfey do not consider the scheduling of tasks after partitioning.

that have high utilization rates. This allocation can be pefi0WeVver, this scheduling constitutes a set of timing con-
formed for example with a knapsack algorithm[3]. After gr-Straints that communications must respect. In [14] the synthe-

ray location in memories, more accurate data tranfet'S of channels uses as specification a sequence of timed

behaviors may be determined for communication synthesis€VeNts €ach one corresponding to a single data transfer.
ransfers of arrays is not supported by this approach. The

Generally, data array transfer is performed either by direct : _
access mode (DMA) or by memory mapped 1/0 move ope|most rel_ev_ant_work to our problen_‘n is presented in [6]. Inter-
ations. The selection of transfer mode depends on the cag@c® OPtimization attempts to maximize the use of non-block-

bilities integrated in the target processor. For example, tH89 Protocol in order to minimize control logic on channels.

Motorola DSP56002 does not integrate a real DMA protoco|3ut the side effects consist in the introduction of control de-

i.e., the DMA controller is located outside the DSP and eaddys In both sender and receiver that impose a global refer-
value is transferred through an interrupt mechanism. Thus, &fce clock. _

the DSP56002, CPU operations and DMA transfers are ex-I" OUr approach [8], to avoid the problem due to a global
clusive. On the TMS320C40 they may be overlapped pgference we consider that both sender and receiver do not
modeling the behavior of this DSP is more complex since nghare the same clock. With such an assumption communica-



tions can be handled thanks to an asynchronous or a synchro-
nous transfer. The asynchronous transfer allows both sender, .« === ««--seemreaannannn. . DSP56002

and receiver to be independent at the communication sched; ASIC g ,

ule, but hardware support may be important because all the %% Port A
transferred data need to be memorized, for example through g3 Dl MA’

FIFOs. The synchronous transfer needs less resources sin¢e 20 |g—pp Hostinterfacq
handshake signals and data buses are only required, but with EQ |- PortC

that type of transfer, sender and receiver need to be synchrd- O% s

nized at the communication schedule in order to exchangé : Y
data without memorization. The synchronization mechanism; »  ldata/program
corresponds to a rendez-vous primitive. This synchronization; : - Mr : Xr, Er, NI memory
may introduce delays with respect to the initial schedule.; >Adde Mi : Xi, Ei, HNi §
Consequently, before allocating a synchronous transfer to g —| >’\§|x é(tr Hres .
communication between two nodes, it must be checked that, . _
the total time required to execute the application is not over- ~============srererononn- * memory unit
stepped. In our communication synthesis method we mini-  Fig. 4 : HW/SW architecture for GMDF  a.

mize the hardware area by using as much as possible ‘ hesis of the whole hard iti h
synchronous transfer even if a local reschedule is necessaryA ter synthesis of the whole hardware entities we get the

The result must respect the total execution time settled for tiischitecture depicted in Fig. 4 corresponding to the second
application. partitioning. Data arrays pointed out in the figure share the

The next step in the communication synthesis flow outS@me memory units in the ASIC part. Since execution times
lines the nature of communication protocols. Two types off hardware nodes of Glr\l/'m:?lfe sz’:lllfcompa;]ectjj tCF thorfed
communication protocols are considered: blocking or nor2f the software nodes, there is room for rescheduling hard-

blocking. When using a blocking protocol for a communicavare nodes without increasing the overall execution time.
tion, the sender (resp. receiver) must verify that the receivai'us: all communications are |r?fplemented using akl‘synczrcc)if
(resp. sender) is ready before starting the transfer. On th#ed transfer. Data alre not bu irehd and are excr:] ange II-
contrary, when using a non-blocking protocol no verificatior{eCtIy from the internal memory of the sender to the interna

by the sender and the receiver is performed since all the cof€MOry of the receiver.
munication resources requested for the transfer are assumgd Design results
to be available (for example a buffer). In our case, sender and . .
receiver use blocking protocols if a synchronous transfer type 1€ following results are given for the DSP56002. The
is applied. For an asynchronous transfer the receiver use@itioning of the GMDE application leads two solutions.
blocking protocol to ensure that the data emitted for that conil. d€lays due to communications are omitted and data and
munication are all available. The sender uses a non-blockirffgde Sections are both mapped into external memories of the

protocol since requested memorization elements (FIFO) a SP, the total execution.timeslof these solutions are 12..5ms
allocated and 13.96ms. However, if location of array and code sections

When protocols are defined, transfer modes can be assot§i2Ptimized between external and internal memories, the ex-
ated with all communication links. The selection of the transE¢ution time of the second partitioning is reduced by a factor
fer mode depends on the capabilities integrated in the targdt2 (5-84 ms). This point illustrates the importance of con-
processor. As mentioned above most recent processors cafie!ing different software implementations of nodes during
handle DMA transfers and memory mapped I/O move opef€ Partitioning/scheduling of the application [12].
ations. The choice of the transfer mode is done to ensure theE/aPse times for communications associated with the sec-

best communication timing performance. We use the coQnd partitioning are given in Fig. 5.
function given in Table 4 to determine the transfer mode. Note that software to hardware data transfers after nodes 4

This cost function takes into account the volume of data to §d 7-1 (i<8) use different moqe§ ehven h; somefparallelism ex-
transferred and the total amount of potential instructions th&ttS Petween HW and SW units: the volume of computations
can overlap the transfer. of node 5 is too limited to efficiently exploit the DMA trans-
These steps define all the communication supports. NexX’ mode (see Table 4). IThefDMA tr"’_“;leﬁr in node 7.i has a
instruction threads that manage the communications are gefpiration of 2is andhover apfs or [ with t e;omputatlons ,
erated for the processor and a controller that handle the hafij-Nde 7.i+1. Each node from 7.1 to 7.7 has an execution
ware communication signals is synthesized. Thdime of 574us including the DMA transfer. At the end of node
communication interface produced allows the complete exd-8 the transfer is performed with explioibveinstructions
cution of the application. and requires 54s. Consequently, the total elapse time due to
hardware/software communications is gd and the total ex-



ecution time of the GMDd application is 6.25ms, i.e. lessunits. These transfers may be pipelined or overlapped with
than the limit of 8 ms imposed by the sampling.The ratio @omputations of nodes. Then, more efficient solutions would
HW/SW communications represents less than 7% of the toba achieved if these communication schemes are considered
execution time.The idle time of the DSP is only 2% of the taluring partitioning step.
tal execution time whereas the idle time of the hardware uniGenerally, codesign methodologies consider target archi-
is 77%. The second partitioning attempts to minimize thtectures composed of one ASIC and a single processor. But
hardware area, and thus helps to maximize the utilization admplex applications (for example full MPEG2 codec for
the DSP. videoconference) that are (soon) integrable on one chip re-

The required sizes of program and data memories in theire often more sophisticated systems able to exploit differ-
DSP56002 are 528 words and 9.4Kwords respectively. Intemt levels of grain of parallelism. Therefore, there is a
nal/external distribution of data arrays is of prime importanaghallenge in more general system architectures and co-syn-
with this DSP since only 512 words of internal data memorig¢isesis methods able to deal with these intensive computing
are available. applications.

The area of the hardware unit including the DMA control
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