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Abstract: While delay modeling of gates with a single switching  blocked by the controlling value @n(logic 0) and does not
input has received considerable attention, the case of multiple sffect gate delay. As the separation decreases, however, the

inputs switching in close temporal proximity is just beginning ~ : .
to be addressed in the literature. The effect of proximity of p-transistor connected to starts to conduct and provides

input transitions can be significant on the delay and output another current path froiq to the output. As a result, the
transition time. The few attempts that have addressed this issue output rises faster and the effective gate delay is reduced. As
are based on a series-parallel transistor collapsing method that the figure shows, the reduction in gate delay due to this prox-
reduces the multi-input gate to an inverter. This limits the tech-  jmjty phenomenon can be significant. A similar effect can be

nigue to CMOS technology. Moreover, none of them discuss the <o e for the rise time on the output. Consider next the
appropriate choice of voltage thresholds to measure delay for a

multi-input gate. In this paper, we first present a method for the ~ €@S€ When inputa andb experience rising transitions while
choice of voltage thresholds for a multi-input gate that ensures input ¢ is stable atVyq As Fig. 1(c) shows, gate delay
a positive value of delay under all input conditions. We next becomes a decreasing function of separation. The output fall
introduce a dual-input proximity model for the case when only  time shows a similar behavior. This can be readily explained

two inputs of the gate are switching. We then propose a simple ., oy amining the behavior of the n-transistors in the pull-
approximate algorithm for calculating the delay and output

transition time that makes repeated use of the dual-input prox- dOWn stack. However, when two inputs transition in opposite
imity model without collapsing the gate into an equivalent directions, the output may glitch as shown in Fig. 2(a). Fig.
inverter. Comparison with simulation results shows that our  2(b) shows the minimum voltage at the output as a function

method performs quite well in practice. of the separation betweenandb, for the circuit shown in
Fig. 1. Inertial delay can, thus, be viewed as another mani-
. INTRODUCTION festation of temporal proximity. Due to space limitations, we

vgill illustrate our modeling approach for propagation delay

Development of accurate delay models continues to be T = -
P y only. Transition time and inertial delay are handled similarly.

critical need for high-performance VLSI applications. The
combined effect of submicron feature sizes and larger die |t should be clear from this simple example that the varia-
areas are forcing a reassessment of the conventional modgls, in delay due to temporal proximity can be significant
for gate and interconnect delays. The earliest gate delgyq should be modeled if accurate delay estimations are
models accounted for such effects as load capacitance aggught_ However, while the case of single-input switching
transistor sizes [3]. More recently, the dependence of delgy,s received a lot of attention (6, 13, 17]), the proximity
on the finite transition times of digital signals has been recsffect is just starting to be addressed in the literature. In [10],
ognized by several researchers, [9, 12, 16] to name a feyhe waveforms of the switching inputs are replaced by an
and incorporated in commercial delay calculators [19, 20]. “équivalent waveform and the multi-input gate is collapsed
this paper, we address the dependence of gate delay on {hg, an inverter by series-parallel reduction of the transistors.
temporal proximityof input transitions. This effect has been the justification for deriving the equivalent waveform are
identified by some researchers [10, 15] and represents a folg clearly stated. In addition, the output loading and input
of state-dependency [8, 18]. To date, however, the modelingansition times are not taken into account while collapsing
approaches proposed to capture proximity effects are incorfye transistors possibly leading to large errors. In [15], an
plete, inaccurate, or specific to particular design styles. Th&ttempt has been made to remove this deficiency. However,
proximity model we introduce in this paper attempts to reMne authors’ main focus is on calculating the peak supply
edy these shortcomings. current and percentage errors for delay and output transition
times are not given. Both these techniques give significant
prrors when we measure delay and output transition time. In

Fig. 1(a) and assume that inpatandb experience, respec- this paper we propose a nov_el technique for computing the
delay and output transition times that does not collapse a

tively, slow and fast falling transitions while inpuis stable li-inout ate t . ter. Whil techni b
atVyg Fig. 1(b) depicts the variation of gate delay as a func 'Y |!-|3F3[u gaet ohanl INverter. i ;etoqtr E’Tfh g&ugscﬁn he
tion of the temporal separation between the transitiors on applied to any technology, we tilustrate it wi ech-

andb. For sufficiently large separations, the transitiorbas nology in this paper.

To illustrate the effect of transition proximity on gate
delay consider the three-input CMOS NAND gate shown i
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Fig. 2. Relationship between inertial delay and proximity effect

The rest of this paper is organized as follows. In Section 2lelay with increasing input transition time. In fact, it can be
we describe how to choose appropriate voltage thresholds fehown that for slow inputs, a choice of input threshold
multi-input gates to ensure positive delays. In Section 3, wgreater than (less thaw),, for a rising (falling) input can
formulate the delay and output transition time functions for @ive rise to negative delays whereas udpgtself leads to a
two-input gate and propose a temporal proximity model fowalue of zero delay. Further, it can also be shown\hand
the gate. In Section 4, we develop the proximity model for &, are better candidates for measuring signal transition
multi-input gate using this dual-input proximity model. Thetimes than the usual 10%-90% points.
experimental validation of our model for a three-input ) o o
NAND gate is presented in Section 5. We base our compari- 1OWeVer, in the case of multi-input gates withinputs,

. n
sons on circuit simulations performed using HSPICE [14]rather than a single VTC, there &e-1  VTCs correspond-

We conclude the paper in Section 6, by summarizing ouf'9 to all possible combinations of stable and switching

n
contribution and indicating future work. inputs. Thus, there ar2 —1 ~ sets\f Vi, andVyy, values.
We propose using the minimum value\§f and the maxi-

mum value oW, from these2"—1 sets of values so that the
delay will be positive under any combination of input transi-
Delay is measured from the time when an input signdion times and temporal separations. This is so because the
crosses a certain voltage (input threshold) to the time whenput threshold will be less (more) than any of Me-1 Vi
the output signal crosses another voltage (output thresholdjalues for rising (falling) inputs thus ensuring positive delay.
To ensure causality, delay must always be positive. Therdo illustrate our point, Fig. 3(b) shows the VTCs obtained by
fore, it is important that the delay measurement thresholds Igércuit simulation of the gate in Fig. 1(a). The curve for the
chosen carefully. As has been noted by a few researchers {gse whera is switched alone and the curve for the case
7], delay can become negative for very slow inputs, if meawhen all of them switch together are the two extreme cases
sured usingv 44/2 as the threshold. To overcome this protef this family of curves. Therefore, we would choose\4ur
lem, some researchers have proposed measuring delay uséifl Vi, values from the VTC obtained whenis switched
the unity differential gain points on the Voltage Transferalone and the VTC obtained when all the inputs switch
Curve (VTC) of the gate [5, 12]. A typical Voltage Transfertogether, respectively. These values were found to be 1.25V
Curve (VTC) for an inverter is shown in Fig. 3(&).andVj, and 3.37V for the circuit shown in Fig. 1(a). In general, for a
denote the points where the slope of the VTC is -1\4pd NAND gate, theVj would be chosen from the input closest
denotes the DC gain threshold of the gate. Thus, delay te the ground andfy, would be chosen from the VTC corre-
measured usiny; (Vi,) for the input threshold and, (V)  sponding to all inputs switching at the same time. In the case
for the output threshold in case of rising (falling) inputs. Thisof NOR gates)\; would be chosen from the VTC corre-
definition of delay always gives a monotonically increasingsponding to all inputs switching at the same time ¥%jd

Il. DEFINING DELAY THRESHOLDS
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R , 1 transition, we can rewrite (2) as:
V.V . 2 2) (1
Vi Vi Vin Vi Dy 4 Agz) = D(l )(D(l )(Tlv CL Vaa Kn K Vi Vip) Ty, T2, S10) 3
o}
v; (volts)
(a) VTC of inverter (b) VTC of 3-input NAND gate Thus, we have separated the effects of the temporal and non-
Fig. 3. Choosing the delay measurement thresholds temporal parameters on delay. By using dimensional analy-
chosen from the input closest to the power rail. sis, we can reduce (3) to the following form which has only
four parameters [11]:
lll. A DUAL-INPUT TEMPORAL PROXIMITY MODEL (2)
By, @H% T S0
. . . - - - P1 B@ Ty ol 4
In this section, we derive the proximity macromodel for A(lz) [A(lz) A(lz) A(lz)D

the propagation delay of two-input gates. Starting from a

complete enumeration of all waveform and circuit parame- gqg far we have not distinguished between the two inputs
ters that can affect delay, we show how this macromodel Cqﬂ any way. However' a key assumption while deriving (4)
be expressed as a three-argument function. This derivation\igas that the effect of proximity of input transitions should be
based on the application of dimensional analysis and thg perturbation on the delay due to a single dominant input.
invocation of reasonable simplifying assumptions. To satisfy this assumption the correct identification of the
Consider the black-box model of a two-input CMOS gated_ominant inpl_]t among aI_I the inputs is critical. Th? te<_:h-
shown in Fig. 4. As shown in [11], the macromodel for the'dUe o do this for a two-input NAND gate is shown in Fig,

case when only one inout switches is of the followin form'5' Consider the case when the slower input arrives first
y P 9 " (shown in solid) and the faster input (shown dashed) arrives

(1) ' isi
Ay 1 C, a little later. The rising waveforngg andz, show the corre-
T—lz = Dl( )mg (1)  sponding outputs when each of the inputs is switching by

itself. The waveforne,y is the output response due to both
wheret, is the transition time of,  (assumirg is thelnputs. Clearly, it is more appropriate to view inpuas the

switching input),A7; is the delay measured with respect tglominant one because the time wiggp crossesviy (i.e.

x, (in generaIA<n) is the delay wherinputs are switching completes its transition) is closer to the time whgorosses

iz . -
with input x; being the most dominant on€), s the totalVin "ather than to the time whep crosses/y. This agrees

load capacitanceV ;4 is the power supply voltage kipd with our notion of proximity being a perturbation on the out-

is the strengthof the n-transistor whose gate is connected t@Ut Produced when alone is switching. Thus, even though
X . arrives first, it is inpub that is identified as the dominant

one. Hovi/ever, t?ere ils a minimum separation equal to
When both inputs are considered, the delay macromodehgz) +rgz)) —(Agz) +Tsz)) after which a becomes the
in its most general form can be written as: dominant input. This is so because beyond this separation,
@) the time wherg, crossed/y, will be closer to the time when
Zyp CrossesVy,. This implies th(allg the(lminir(nlL)Jm separation
where the delay has been measured with respect to the doifuld be negative whed; +1,,, >A;; +1,, . Note that
nant inputx, (to be explained later). We can make some reHjis also takes the position of the inputs in the series transis-
sonable assumptions for simplifying this function. In mostor stack into account since the delays could be different,
designs, all n-transistors are of the same size as are all §¢en for the same transition times for the inputs. Therefore,
transistors. Therefore, the individual transistor strengths caf" & given separation between the two inputs and their tran-
be replaced by one parameter for the n-transistors and ofi#ion times, we first determine the dominant input and then
for the p-transistors. Further, by viewing the proximity effectuse (4) to determine the delay with respect to the dominant

as a perturbation of the delay due to a single dominant inpiiiPut. Thus, if the original inputs are ordered in terms of the
one crossing th¥;;, threshold first, we find a new ordering in

1. K, = 0.50,Co(W,/L,) whergi, is carrier mobilityC,, terms of the one having the most effect on the output wave-
is oxide capacitance per unitarea alg L,  are the transis- form. An analogous argument can be made for the case when
tor width and length. the two inputs are rising. While this discussion has centered

(2) _ 2
A7, = D37 (11 T 815 C Vg Ky Ko Ky Ko Vi Vip)
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08 ad‘ominant input changes, for the case whgp was 1ns. We note that
7 . —¥b=g.51ns there is a discontinuity in the delay value when the dominant
- - - = 0.0ns . . . .
an o7 . Tp=10ns input changes. This is because our reference for measuring
~ © . .
< delay also changes from inguto inputa.
0.6 Thus, for a two-input gate our delay macromodel is of the
) form (4). That this macromodel is indeed a function is appar-
08 e . ent from the graphs in Fig. 1 and Fig. 6. The actual form of
San () the macromodel is implementation dependent: we could
L b dominant either have a lookup-table or an analytical formula. We next
T - %g: 9-dns describe the modeling approach for gates with more than two
10 ---Tp=1.0ns inpUtS.
gosg -
SRRy IV. MULTI-INPUT TEMPORAL PROXIMITY MODEL
o4 For ann-input gate, equation (4) extends in a straightfor-
°f5 10 o5 0 0.5 ward way to:
San(n9) (n)
Fig. 6. Change of dominant input with separation i_ - _(n)[ltl Th S Sin U (5)
. AL L@ T A AT AT
around a NAND gate, similar arguments can be made for a iz iz iz Biz iz

NOR gate.
wherei is the most dominant input. Equation (5) (2asl

Based on Fig. 5 we can also determine the maximum separameters and developing a macromodel invoh@ngl
aration between the two inputs beyond which th% proximityparameters is very hard. A closed analytical formula may be
effect becomes unimportant. We see thatsfgr>A,,  , thémpossible to obtain which would force one to use a table-
transitions onb can be ignored and the delay will be thelookup approach. However, the size of these tables would
same as whea was alone. We define this as the proximitymake them impractical. We need to reduce the number of
window for b to have any effect on the delay. Howeuer, arguments to these functions in order to make the macro-
may still influence the transition time anlts is only when  model construction practical. Since all the quantities in these
S.p>0,, + 14, » that the effect ob can be ignored. This equations have the unit of time, dimensional analysis fails to
then defines the proximity window férto have any influ- reduce the number of arguments. Therefore, we need a way
ence on the output transition time. Similar arguments applgf decomposing these functions in terms of simpler, more
whenb is the dominant input. manageable functions.

Fig. 6 shows the data obtained from a circuit simulation of Rather than considering all inputs simultaneously, our
the circuit shown in Fig. 1, with inputsandb falling andc  technique is based on processing only two inputs at a time,
tied toVyq T, was fixed at 0.5ns ang,  was fixed in turn atstarting from the two most dominant inputs. The resultant
O.ln(% 0.5(51)5 and(ll)ns. (Ilr)l each cagg,was varied from error from such an approximation is quite small in most
—(lp, +Tp,) 104, +1,, and the resultant delay plotted. cases. The algorithm for computing delay is presented in Fig.
Also shown is the actual crossover point when the causing. The inputs are reordered in Step 1, based on their domi-



nance, by a straightforward extension of the dual-input case. X input
The reordered inputs are labeled/asy,. To apply the dual- . | gate [*

Xn—|

input macromodel equation (4), the cumulative effect of A" 0 T, s, s, 0
inputsy,..yi.1 is represented by an equivalent input wave- RO YO RN OO ~--’@E
form y(t) such that: 'z 'z 'z 'z
) (i-1) (a) The full model

J(t) = y(t+4, -4, 6

YO =l B e ) © oeon .o ot of)
WhereA(g is the delay due to the most dominant input act- p$? bty ... DY) p{) p@
ing alone andA 2 is the delay duewp..y;.;. Equation
(6) guarantees that the output waveform caused by |p@ = p® p® p@

y(t) crosses the delay measurement threshold at exactly th(%) Compositional model-1
same time that the waveform due ytp.y;.; would. The
effect of the next dominant inpwtis now accounted for by
applying the dual-input proximity macromodel{o agd

(c) Compositional model-2
Fig. 8. Computational complexity of the method

ment threshold. In such cases, again, our algorithm underes-
ot Ty, Sy O timates the roles of the other inputs and causes errors. In
gz ~ Py,zMy, EAB—_(l), 1)’ (1)% (") order to retain the simplicity of our approach and still get
V12 Ay12 Aylz accurate results we added a corrective term to the delay value
obtained by our method. As we show in the next section this
gives satisfactory results. Details on how we apply the cor-
rection can be found in [4].

The deIayASl)Z due tg,..y; is easily obtained by changing
the reference tg, using (6):

_ _ O +AW _Al-Dg ) . ) . L
AD = Al-D A D(Z)DTyl Y Sy TPz Bz B_l ®) Since the computation time of our algorithm is insignifi-

Y12 Y12 Y12 Y. ! ! . . . . .

v U A I u cant compared to a full circuit simulation, we discuss only

the storage complexity of our approach. Considentingut
Equation (8) clearly shows that the delay due ta theuts  gate shown in Fig. 8. The various modeling options are also
that fall in the proximity window is a perturbation of the shown in the figure. The full model shown in Fig. 8(a)
delay due to thel most dominant inputs. requiresn functions of -1 arguments for delay. However,

we have already noted the difficulties of such a model and

This process is repeated as long as there are inputs Withjp, consider the compositional model introduced in this
the proximity window, which for théh iteration is given by paper next. Although, so far we have u to denote the

i=-1 . i—1 .
Ay, - Therefore, i o >4y, ", e Stop processing any gya1-input macromodel, in practice, this actually represents a
more inputs. We should note that the accuracy of the compgsmiry of functions, one for each input pajr. This is shown in

tation in our algorithm is highly dependent on the correctne form of a matrix in Fig. 8(b). Her®! denotes the
identification of dominant inputs. The maximum error 0CCur$ya input macromodel of the form (4) wliﬁ#j a

when the inputs can not be unambiguously ordered on doMinotes the single-input macromodel of the form (1). The
nance. Specifically: 1) when the inputs switch together withy g ments of the functions have been omitted for clarity.

identical transition times and 2) when the dominant inpug,qm this matrix, it is clear that we needingle input mac-

arrives very late within the proximity window. The primary .o odels andh? —n dual-input macromodels. However, our

cause for such errors is the inapplicability of the input ordergots in constructing the dual-input macromodels show that

ing based on dominance. In the first case, clearly there is @, neeq onlyr such macromodels, one for each input being
one input that dominates over others. However, when eaghe gominant one. This is shown in Fig. 8(c). Thus, we
input is considered by itself, there will be small differencesfequire at mosh macromodels for the single-input case and

in delays from each input to the output. Based on this, oY 5cromodels for the dual-input case, makinguitracro-
algorithm will identify one of the inputs as the dominant one,o4els for a complete delay model for the gate.
and proceed. This leads to errors, with the maximum error

occurring when a step signal is applied to all the inputs at the
same time. The only way to accurately model such cases is to
take all inputs into account which as we have seen leads to awe validated our method by simulating the circuit in Fig.
complicated macromodel. In the second case, the transitidi{a) for a range of input separations and transition times. The
times and separations wf throughy,,, wherey,, is the last  fall times of the three inputs were varied from 50ps to 2ns.
input that falls within the proximity window, are such that The separation betweenandb and betweera andc were

they affect the output noticeably ayg has the effect of varied from -500ps to 500ps. The window size was chosen to
merely hastening the output in crossing the delay measurensure that all three inputs are influential in determining the

V. EXPERIMENTAL VALIDATION
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