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Abstract

A clustering approach [6, 7] with using closeness
criteria [8] to control the partitioningrocessturns to

The paper presents an approach for performance andaccount the desigspace propertiesdoweverthe user

complexity analysis of  hardware/software

decides on clusteringnd partitions theoperations. In

implementations for real-time systems on every stage ofddition, the highly nonmonotonic desigpace makes

the partitioning. There argwo main features of the

approach. The first one is the rapid performance-

complexity estimations for software basedtba set of

introduced stochastic characteristics. The second one iglgorithm to focus on satisfyingperformanceand

difficulties in introducing the metric (the distance
function) [7]. In [9], an approach is described whistes
a relaxed cost functiorthat enables the partition
to

the systematic exploration of the codesign space, thahandle the HW minimization. The parameterized
enables to determine the partition process direction. architecture model [10] is proposed which allows to

These properties allowthe renovation of the code-
segment candidate list fohardware implementation
during the partitioning with internal representation
transformations, and
reduction.

1. Introduction

A successful solution ofhe constrained hardware-
software partitioning problem depends on adequate
estimates of performance characteristiesxd the
implementation cost (the complexity) of appropriate
HW/SW systenparts on alktages of the partitioning. To
reduce theHW/SW codesign spacand tocontrol the
partitioning process one could use an appropriebet
function counting performance-complexity requirements.

Both the HW-oriented [1, 2hnd theSW-oriented
[3, 4] approaches allow fine-grain automatic partitioning.
Among the related work, authors in [5] investigate the
partitioning problem from a cospecification.

Despite the similarity of the result®r different
initial conditions [4] the efficiency of HW/SW
partitioning in these approaches depends onirftl

the significant design space approaches has

consider the number obuses, memory ports, and
connection styles affecting machine parallelism.

Fine-grain partitioning inHW- and SW-oriented
such serious side effects as
communication time overheads [2, 4].Thigexible
paradigmfor the problem of communicatidretween
HW and SW subsystems via communicationnits
(controllers) is proposed in [11, 12]. It is difficult to
predict communication sideffects preciselywithout a
global dataflow analysiand under théixed set ofcode-
segment candidates for moving to HW [4].

2. Main goals and features

The main objectives of performance-complexity
analysis are to estimatenarginal satisfiability for
performance requirements avery stage of HW/SW
partitioning and todetermine the partitionprocess
direction in theHW/SW codesign space fdhe cost
function minimization. There areseveral distinctive
features in the proposed approach.

» First, starting from theystem specification as a
C program (as in the software-oriented approach [3, 4])
it allows to extractthe Pareto optimal set sfstem

solution in the codesign space, and the cost function mustalternatives in the HW size system performance

be automatically adapted.

codesign space, to estimate extremely different



implementations as HW [1, 2] or SW [3, 4nd to selected codsegments are belonging to the critipath,

choose an optimal HW/SW one. and the partition task isolved for these segments. For
» Second, profiling the C programnd using the those codesegments which are not criticaD.R.
special graph for an internal representation - a Fulkerson task is solvedThat is an optimal delay

metaoperator net (M-net) [13], this approasiables to distribution for a cost functionminimization under
estimate thesoftware complexity othe object code level ~— minimum/maximum timing constraints.

and even onthe assemblylanguage level withhe rapid 3) The SW-segment candidate list renovatiafier
performance estimation system. Itimportant because the HW evaluation of theselected codesegment the
using theassembly code based dhe details of the internal representation transformatiomsy be possible
processor selection let us reduce redundancy introducedas an example, concurrent operations in &wi HW).

by different compilers in SWiming estimationand the In consequence of these transformations the renovation of
estimation is fast due to the special C program profiler timing constraints iprobableand thecandidate list may
realization. be reduced significantly. In the multiprocessase only

+ Third, usinggeneralized performance-complexity those transformations apmssible which dmot violate
estimatesand thecodesign space properties (the Pareto minimum/maximum timing constraintor noncritical
subsets) it is possible to conttble partitioningprocess  pathSW-segmentsibove properties define thproposed

as in [6, 7], but, in constrast withbove works this approach as an adaptive one.
approach enables fine-grain automatic partitioning, and  After the Pareto optimal variant extractiamd the
the communication overhead minimization. systematic HW/SW codesign spa@xploration the

Experimental results discussed in Section 6 are constrained partition optimization is realized.
promising andprove the relative insensibility of the
proposed approach to the initial solution. 4. Performance-complexity estimates in

. _ _ HW/SW partitioning
3. Performance-complexity analysis overview

: _ _ 4.1. Processing model
This section addresses amerloop of performance-

complexity —analysis. After HW/SW  partitioning, In this section, thesoftware running model for a
assembly (for SWandVHDL (for HW) codegeneration,  general-purpose processor is discus$ée. maingoal is
and high-level synthesis, the stage of glosah time to use it in performance-complexity analysis.

analysis is necessa(gn outer analysis loop)The major A central processomnit (CPU) model for dedicated
steps of the inner loop analysis are the following. real-time embeddedsystems captureghe following

1) Preliminary profiling The GSSS systerfl3] was  function units: a general-purpode-bit processofit may
used as a platform fothe performance-complexity  pe a single chip one or a bit-slice one); iaternal
investigation in HW/SW partitioning. random-access memory (RAMYhe directmemory

We usethe two-stage investigation othe SW  j0cess (DMA) logic to avoid K/L processor
complexity: onthelevel of C functions, basic blocks and interruptions, whereK is a length of an input/output
statementsand on thessembly code level Hyuilding words, and K>L. The average value ofK-bit
the SW execution tracelhis trace can be built with  hocessing time is defined with counting an average
using trace interruptions (as an example, the interruption number @, of operations forL -bit processing with a
01 in BIOS for IBM PC)and thefrequency counters p
method. This methodonsists of short operations and basic set of processor operations, an average number
instructions automatic clustering, gathering statistics, Aap of operations for L-bit preprocessing and

and usingspecial tables fothe calculation oéxecute  postprocessing (the internal RAM accesses and respective

instruction times for different procggso_rs. _ _ operations), an average vallfq, of the CPU cycle
In the presence of nondeterministic operations in the

system specificatior(data-dependent operationgops
and waitingfor external events [2]) we use stochastic Manner:
estimates forthe ~SWcomplexity (the number of T (K) :[(K/ L)Eﬁp+ il K/ L- 1)DA_€%]E’[_ (2
processor cycles) and the maximal CPU cycle time. P P
2) SW run modellingThose SW (code) segments are
selected for HW moving, wheréming constraints are
violated. For multiprocessor systethe partition task is
complicated by global schedulingnd allocation. The  p,=4 andp, =2.

time, and thecoefficient p determined by the processing

Figure 1 (se¢he next pageshows a purelgerial (a)
and an internapipelined (b) processing, whel{ > L.
For cases(a) and(b) correspondent values pf are



We are given an input data block consistinglobits,
the time constrainﬂ'p(d) for d-bit processing by using

softwareSp(d), which requires not morthan |Sp(d)|
processor cycles under a given valudof
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Figure 1: A purely serial (a) and an internal pipelined
(b) processing models

The value ofK is determined by a target architecture
and systemparameters duriniW/SW partitioning. On
the initial stage of the S\WWomplexity estimation (section
4.3) it is supposedK =L. The estimation ofa, is
defined as@, = (|Sp( C)|/ ()D L and thevalue ofAa,

depends on a basic set of processor operations.
The maximalacceptable value ohe CPU cycletime

dris(d+ mS it -1ina,g2

whereA($ is the maximum of\a,.
If we suppose irfl), that 1< Aa, < a,

is

,then we can

It is obvious, thatﬂS =% it K=L.

pp’

In all cases forall feasible values 04Sp( d)| in
HW/SW partitioning (under system parameters variations
including K,L, p) the real value of T, must be
constrained aép ST,< ﬁp, wherestp is the minimal

CPU cycle time which can be obtainedtbgwell-known
methods.

Upper indices "-"and"+" in thefollowing notations
designate the minimum and the maximum values.

So, globaltiming constraintsfor a single processor

systemare satisfiable, iﬂ',;'(d) < T (T"is an upper

bound of the execution timemdﬂi7 > 1(; in accordance

with (2) forT d)|
Further, it is supposed that soﬂwaﬁg( d) is devided

pi(CD,
ﬂs d=0,

into 1 program threads(code segments)

:LnJS
i=1

1L..n, so,that Sp(d)

and, as a consequence,

s(dl=3]s(d

Each of code segments with

65 =To(K) s e+ ot g,

such, that @is%;, is the candidatefor the HW

implementation. In (4X, is the value o for the SW
segment with the indek .

After partitioning ﬁp is defined ast’, = min{f;t}
t
wheret < n, £ is the number of theodesegments in
the HW/SW system.

®3)

4.2. Multiprocessing model

For multiprocessor systemsith 71 processors the
expression (3) is modified as

|Spm( d)|: ;| %I( d '

( )DSCm( d),l01..C, whereS;,,

()

is the critical

obtain from (2) coarse-grain estimates for examples (a) path set oC segmentsC' <n, n=m.

and (b) in Figure 1:
a) Ty =T, (dOK/|(5K/ L- 9] s(9o1]

D) Ty =T,(dOK/[(3K/ L-20s( dn 1]

If T (d) is the execution time of the criticphth
segments,then global timing constraintsfor am-
processor systenare satisfiable, when(Di Dl...n)




(Go1.m) [(Teld s Tafey>1;) . tat s

respective schedulingndallocation argound suchthat
the codesegmentt  might beexecuted orthe processor
J-

The selection ofodesegments of the criticgath as
candidates forthe HW implementation is defined in

i i i <1t i
accordance with the wolauoﬁl_n] < lt o where ﬂi‘nj is

estimated similarly to (4).
Expressions in (3), (5) are additive measuxs. we

can use them in high-level transformations of the internal
in unrolling), in

representation (as an example,
scheduling based othe critical pathmethodand D.R.
Fulkerson modeland in partitioning by-net approach
[13].

Thereby, on every HW/SWpartitioning stage we can

estimateISp( d)| or |Spm( d)| in accordance with (3), (5).
We call these parameters as SW complexity.

4.3. The SW performance-complexitystochastic
analysis

After 7 software Sp(d) runs (profilingand the
program with
|S,1)( d)|,,| %( d| we can obtain the estimators of the
mathematical expectation

SEEMIETE IEE T L 20

and the unbiassed estimators of the dispersion
~ ! ~ 2
5, = [[si(d|-[$ 9] /(2.
r 2
D, = z(f',j —f'p) /(r=1).

k=1
For every SWrun ﬁf, is defined in accordance with

(2) for the givenprocessor typeand theprocessing
coefficient p.
Then the classical estimators fothe confidence

interval are
1 =(50l- 4/ BTH 509+ 3BT )

l, :(fp—ty D, /r;T, +t, /D, /r),

execution) complexities

where[3, y are thevalues ofthe confidence probability;

tg, t,- the roots of the equationQCD(tB)—1=B :

2CD(ty)—1=y with the Laplace function CD(B)
@y).

Therefore, we must operate with the statigtiues of
o +
|Sp(d)| and %0, so that 1(p <T,< ﬁ;, where

ﬁ; Zf/g—tywlﬁ:o/r, 1(; is the maximum of minimal
CPU cycle times for different operation types.
4.4, Communication overhead cost estimation

Communication overhead minimization is a
challenge in fine-grairHW/SW partitioning. The main
goal of the communicatiotost estimation is to obtain an
upper bound of the number of variables to be
communicated if the SW segment (a M-net node) or the
segment set (several nodese moved tohardware and
the number of processor cycles for varidkd@sfering. A
global dataflow analysis is computation-time-intensive,
but an analysis only of adjacent blocks (nodes) may be
coarse-grain for real embedded systems [4].

Effective relaxation algorithms for M-nemarking
based onthe Least Common Multiple (LCM)-method
were developed. They enablegapid global dataflow
analysis.

For implementation detailsee[13]. The basic idea
of the LCM-method is théollowing: each node (a SW
segment) has set of inputand aset of output variables.

The variable size{sin(i)} and{out( I)} may be different,

but the number of variable®r everyinput andevery
output of the node is the same. Each node obtains the
input variables from itpredecessors with variable sizes

{Out( pr)} and transmits theoutput variables to its

successors with variable siz{éﬂ(suc)} :

5. The formal definition of the constrained
partition optimization problem

As mentioned in section 4.1, ti@&PU model captures
not only a processor. So, wehall not neglect CPU
hardware.

The experimental results presented in the Section 6
base onthe target architectures consisting of the
following functionalunits: CPU with the HW sizeH ,;
formatting conversion unit§FCU) with the HW size
H; communication unit§CU) with the HW sizeld,
(that isbuses, multiplexers etc.); memofiy is distinct
from RAM in CPU) with the HW sizdd,,

For everyfunctional unit the HWsize is estimated as
following



A B
H:;;Humu :

where A is the number oWLSI families; B is the
number of circuittypes inthe family C, ; H;, s the
number of circuits in thefamily C;; o, is the

transition coefficient for the stated metrics.
Generally, forthe multiprocessor architecture tbest
functionCF is defined as follows

CF = (0, OH, +0 . OH, +aOH, +a ,0H,,)0

EEL— Z|§;.(d)

where: dp,05,,0,,0,,

.0
T,/ TH

(6)

are the weights of the
respective functionalunits. They are chosewluring
HW/SW codesign spaaxploration (section 6.2); if-
processor architecturesl \[1H, includes the total HW

size;|§pl(d)| is the SWecomplexity ofthe segment  for

the CPU; with the maximal CPY cycle timeﬂi—,j; T is

the total timefor realizing of aIgorithmsSpl(d) in
HW/SW implementations.

The task is defined a$or the givensystem software
specificationSp( d) to minimize the functiofCF under

the timing constrainf” < T".
6. Experimental results

6.1 .Target architectures

As an examples three target architectures of
controllers for a solid-state emulator thfe floppy-disk
were used in experimentsith the GSSS systenfl3].
The first architectureA, realizes dataformatting,
processing and transfering without intermediate
buffering (HM =(0). The seond oneA2 realizes
processingbeforewriting to andafter reading from the
memory buffering). In architecturesA,, A, a single

processor is used. the thirdar<:hitecturt=A3 a distinct
processor is used fotransfering with a standard
communication protocol.

Am 2900 processor family was usedaith examples
for CPU building. The SWcomplexity varied froml 0?
to10° processocycleswith the minimalCPU cycletime
200 ns. The maximal datslock was512 byte with the
hypergeometric distribution of data arrivals fromu.s
to 230 Us and theconfidence probability 0,95. The

maximaldelay coefficient for CPWith DMA logic was
not more than 1,04.

6.2. The HW/SW codesign space exploration

The codesigrspace exploration ithe first stage of
performance-complexity  estimation  in HW/SW
partitioning.

During this stage the Pareto optinssdts of system
alternatives in hardware siz&l() - system performance
(T') spaceare extracted. The next step is variant
clustering in accordance to the timing constrdint

Figure 2 showshe HW/SW codesign space ftarget
architecturesd, , A, A, after clustering with

different values of T"".
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Figure 2: The HW/SW codesign space

One could accourthatfor every feasiblealue of the
SW complexitythere are one or more (the Pareto optimal
set) variants of the designed systendInT space.

6.3. The determination of the partitioning
direction



This is the seand stage of performance-complexity

estimation. In experiments we supposgte weights
O, =0, =0, =0,, =1 for the explicit extraction of
the SW complexity and performance variation during
HW/SW partitioning. As Figure 3hows,under thefixed
time constraintl}, if the SWcomplexity increases, HW

size must be increased for preserving time constraint

satisfiability.
Figure 3 (seethe next pageshowsthe HW size
portion of different units in the total HVdependence

upon the SWuntime portion in the total execution time

C —~—
T (that is Z|Sri(d)|[f;1 /T in (6)).
=1
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Figure 3: Functional unit portion vs. software
run time portion

CoefficientsQ ,,0 ,0-,0,;, must be adapted

during this stage for th€F' minimization in (6).

As any acceptablgartitioning thesupposed approach
minimizes theHW-SW communication (the CU portion
decreases under software run time portion increasing).

7. Conclusions and future work

The major result of thisvork is the following. The
method of performance-complexity analysisHlV/SW
patitioning for real-time systems under timing constraints
is suggested.

The distinct features of the method are (a) the rapid
performance-complexity estimation for SW based on the
set of introduced stochactic characteriséesl the SW
experimental investigation; (b)the  exploration of
HW/SW codesign space lihe Pareto optimaets of
systemvariants extractionthat enables to define the
partition process direction forthe cost function
minimization. These features define the adaptive
HW/SW partitioning.

The proposed approach will be extendedtiy RISC
processors inclusion (Intel i860, Motorola M88000, Sun
SPARC) and the DLX RISC coreusing for the
processing model generalization.

Now the GSSS system isntegrated with Vantage
Optium , version 5.100 containin§tyx for adequate
performance analysis of total execution time accounting
real HW delays.
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