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Abstract

We examine delay models used in VLSI circuit test-
ing. Our study includes electrical-level simulation ex-
periments with HSPICE. We show phenomena which
signi�cantly a�ect the actual delays, but which are not
taken into account by the existing models used in test-
ing. Our analysis questions the test quality o�ered by
test generation procedures used so far.

1 Introduction

Current test generation procedures that aim at de-
lay faults in combinational circuits are based on the
assumption that a fault can be detected using a pair
of consecutive input vectors [1, 2, 3]. Such a pair of
input patterns is referred to as a test pair, or simply
a test. Test pairs are generated for various faults [4],
which usually fall into one of the two categories: the
gate fault model [5, 6], or the path fault model [7].

Given a path, test generation can be based solely
on the logic structure of the circuit. Nonetheless, es-
timates of the actual delays play an important role in
delay testing. For example, test generation for gate
faults includes selection of the longest paths in the
circuit [8]. In the case of path faults, ideally all path
of the circuit are tested. In practice, however, the
number of paths is often too large and test genera-
tion focuses only on the longest paths [9]. Estimates
of gate delays are also used to evaluate the number of
detected gate faults [6, 10]. In the path fault model,
the number of detected faults is considered to be inde-
pendent of the actual delays in the circuit. However,
as noted in [1], this simplistic assumption may lead to
a pessimistic evaluation.

Estimates of the actual delays necessary in test gen-
eration are based on various delay models. The sim-
plest delay model assigns a single delay value to all
circuit gates or to a particular gate type. More re-
�ned delay models take into account that the delay
may depend on the fanout [9, 8], or on the transition
propagated through the gate (rising or falling) [7, 5].
In [1], the authors present a delay model that includes
gate inertia, i.e., the fact that the impulse at the in-
put must be long enough to change the value at the
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output of a gate. They also note that, due to manu-
facturing variations, di�erent physical instances of the
same gate may have di�erent delays. The generic ver-
sion of their delay model can assign di�erent delays to
di�erent input pairs. In practice however, the authors
restrict their theoretical model and distinguish only
between the rising and the falling delay.

In general, all currently used test generation proce-
dures known to us assume the following:

The delay of a gate or the delay along a path
depends on the type of the propagated tran-
sition (rising or falling), but is otherwise in-
dependent of the test applied to the circuit.

The �rst indication that the assumption stated
above does not hold in real CMOS circuits was given
in [11] and independently documented in [12]: some
de�ciencies of delay models have been shown and the
need for 3-vector tests has been demonstrated. This
paper identi�es further problems with delay models
used in testing. It presents the dependency of gate
delays on logic values and transitions at seemingly un-
related nodes of the circuit. Due to a more compre-
hensive analysis, some of our conclusions di�er from
those presented in [11].

The paper is organized as follows. Section 2 sum-
marizes basic results presented in [11] and some con-
clusions which have not been explicitly pointed out in
[11], but which are implied by the results presented
therein. It also describes gate models and notation
used in this paper. Sections 3 and 4 show unexpected
delay e�ect of fan-outs: for stable logic values at fan-
out gates (Section 3) and for transitions at these gates
(Section 4). Section 5 discusses how values and transi-
tions at seemingly unrelated nodes of the circuit may
change | increase or decrease | circuit delays. Fi-
nally, Section 6 concludes the paper.

2 Background

Fig. 1 presents transistor diagrams of a static two-
input CMOS NAND gate and a static two-input
CMOS NOR gate. These diagrams show circuit nodes
which are not visible at the gate level, but which are
important in timing considerations [11, 12]. These
nodes are located between two serially connected tran-
sistors: in Fig. 1 they are labeled s. When both in-
puts of the gate take a controlling value [13] (0 for
the NAND gate, 1 for the NOR gate), both of the



serially connected transistors are cut o�. Thus, the
charge stored at node s is determined by the last in-
put vector for which the gate inputs had at most one
controlling value. This charge can signi�cantly a�ect
gate delays [11, 12]. Because of such a sequential be-
havior, we refer to this node as the sequential node of
the gate.
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Figure 1: Two-input CMOS NAND and NOR gates.

Nodes visible at the gate-level, but considered un-
related to a path, can also a�ect the path delay. More
speci�cally, due to various transistor capacitances [14,
pages 125{129], some circuit nodes considered unre-
lated to the path are coupled with the path. Because
of this, values or transitions at these nodes can signif-
icantly a�ect the actual path delay. This includes
1. non-path inputs of path gates.
2. non-path inputs of gates not included but con-

nected to the path.

Although not stated directly, the in
uence of the
nodes identi�ed in (1) can be deducted from the re-
sults presented in [11]; a brief description is included
in Section 2.3. The in
uence of values and transitions
identi�ed in (2) is studied in detail in this paper.

For brevity, we illustrate our observations with ex-
perimental results for two-input NAND gates, but
some of our conclusions are based on experiments with
both NAND and NOR gates [12].

2.1 Notation

From the electrical point of view, logic values at
sequential nodes are not equivalent to logic values at
gate outputs [14, pages 55-57]: in a NAND gate, a
logic 0 at the sequential node corresponds to 0V (`good
0' [14]), while a logic 1 at this node corresponds to a
voltage lower than 5V (`poor 1' [14]). In this paper,
`good 0' is abbreviated as g0, `poor 1' is abbreviated
as p1.

Since gate inputs are not identical from the electri-
cal point of view [14], we distinguish between them in
the following way: the inputs are labeled according to
the order of serially connected transistors as shown in
Fig. 1: a denotes the input connected to the transistor
whose source is at the ground (NAND gate) or at the
power (NOR gate), b denotes the other input. Letter
y denotes the output. This node-labeling convention
is used throughout the paper. Thus, for example, in a
circuit which contains a gate referred to as NAND189,
the nodes of this gate are referred to as NAND189.a,
NAND189.b, NAND189.s, and NAND189.y.

To state that a node x of a gate takes logic value 0
(or 1), we write x=0 (or x=1). If a sequence of logic
values �1; �2; ::: appears at node x, we write x=�1�2:::.
We will also use " to denote a rising transition (0 ! 1),
and a # to denote a falling transition (1! 0).

2.2 Gate Modeling

All of our simulation experiments were conducted
using an analog circuit simulator HSPICE by Meta-
Software, Inc. In these experiments, PMOS and
NMOS transistors are assumed to be fabricated by
1.2� CMOS process available to Canadian universi-
ties through Canadian Microelectronics Corporation
(CMC). All transistors are of the same size: the length
is 1.2� (the minimal length) and the width is 3.2� (de-
termined by the size of the smallest contact). Delays
are measured at the 50%-level of the power supply
voltage, i.e., at the level of 2.5V.

2.3 Basic Gate Delays

a b init. s y delay (ps) ratio

1 # # g0 " 179.23 1
2 1 # g0 " 289.42 1.615
3 # 1 g0 " 341.19 1.904
4 1 " g0 # 223.53 1
5 " 1 p1 # 237.44 1.062
6 " " g0� # 282.29 1.263
7 " " p1� # 297.85 1.332

Table 1: NAND gate delays.

Tab. 1 presents delays observed in a NAND gate
[12]. Column init. s shows the value at the sequential
node immediately before the last input vector is ap-
plied. A star by the initial value at node s (as in 0� or
1�) indicates that this value was determined by a vec-
tor preceding the two-vector input sequence. Column
ratio gives the ratio of a given delay to the minimum
delay observed for the same transition at the gate out-
put.

The experiment listed in row 1 detects a delay fault
only if both input paths are a�ected [13]. Thus, it is
usually not considered to be a test. From the delay
point of view, this input pair is not desirable, since it
results in a delay signi�cantly shorter than any input
pair listed in row 2 or 3.

A comparison of the remaining simulation results
listed in Tab. 1 implies the following:

� For two identical two-vector tests, the delay may
di�er depending on vectors preceding the test [11,
12] (compare tests 6 and 7). Thus, with respect
to delay, a logic gate behaves like a sequential
circuit.

The vector preceding the two-pattern test will be
referred to as a pre-initializing vector. In general,
pre-initialization is important for tests in which
both input values undergo a simultaneous transi-
tion from a controlling to a non-controlling value.

� A gate delay is a�ected by logic values at non-
path inputs of path gates (compare test 4 with
any of tests 6 or 7). Tests with simultaneous input



transitions from a controlling to a non-controlling
value result in a signi�cantly higher delay than a
test with a stable non-controlling value at the side
fan-in node, regardless of pre-initialization.

The non-path inputs of path gates will be referred
to as side inputs of the path gates, or simply side
fan-in nodes.

3 Unexpected e�ect of fan-out

An important practical di�erence between single
gates considered in [11] and many practical circuits
lies in fan-out. The fact that delay depends on the
number of fan-out gates is well-known [8, 9], but it
has not been examined how logic values at the inputs
of fan-out gates in
uence gate delays.
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Figure 2: Gate NAND1 in aa connection.
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Figure 3: Gate NAND1 in bb connection.

Fig. 2 and Fig. 3 show circuits in which we con-
ducted experiments with NAND gates. The invert-
ers served as `unit fan-in' and `unit fan-out' gates.
In these circuits, we consider a path indicated by a
thicker line along gates NAND1 and NAND2. Gates
NAND31{NAND34 do not belong to the path; they
will be referred to as side fan-out gates. The non-
path inputs of the side fan-out gates (e.g., NAND31.b,
NAND34.b in Fig. 2) will be referred to as side inputs
of the side fan-out gates, or simply side fan-out nodes.

The only di�erence between circuits presented in
Fig. 2 and in Fig. 3 is that in Fig. 2 gate NAND1 is

loading input a of the fan-out gates, whereas in Fig. 3,
it is loading input b of those gates. For this reason, we
will refer to the �rst circuit as being in aa connection,
and to the second circuit as being in bb connection.

NAND1 NAND31..34 delay ratio
a b b init. s (ps)

1 " 1 0 g0 446.71 1.018
2 " 1 1 g0 438.63 1
3 # 1 0 g0� 665.95 1
4 # 1 0 p1� 682.32 1.024
5 # 1 1 p1 674.08 1.012

Table 2: Delays of gate NAND1 in aa connection.

NAND1 NAND31..34 delay ratio
a b a init. s (ps)

1 " 1 0 g0 372.57 1
2 " 1 1 g0 439.95 1.181
3 # 1 0 g0� 568.29 1
4 # 1 0 p1� 568.29 1
5 # 1 1 p1 652.77 1.148

Table 3: Delays of gate NAND1 in bb connection.

In the circuits described above, we observed the
delay of the NAND1 gate for two values at side fan-out
nodes: 0 or 1. The side input of NAND2 was assigned
a non-controlling value. Tabs. 2 and 3 summarize the
results.

For circuits in aa connection, the di�erences in the
propagation time are relatively small: below 3% for a
NAND gate (and below 6% for a NOR gate [12]). For
the circuits in bb connection the di�erences are much
bigger: up to 18% for a NAND gate (and up to 34%
for a NOR gate [12]). The longest delays in bb con-
nection occur when the side fan-out gates propagate
the transition through, i.e., the value at side fan-out
nodes is non-controlling. When the value at the side
fan-out nodes is controlling, the delay is shorter. At
the same time, there is hardly any dependency related
to the value at the internal node of side fan-out gates.

Observation 1 The actual delay of a gate may sig-
ni�cantly depend on logic values at side fan-out nodes.

In subsequent experiments we investigated gate de-
lays as a function of the number of fan-out gates as well
as logic values at side fan-in and side fan-out nodes.

The experiments were conducted for circuits in bb
connection (Fig. 3), because these circuits manifest
higher dependency of the delay on side fan-out val-
ues. We varied the number of side fan-out gates, and,
as before, we recorded NAND1 delays for both logic
values (0 and 1) at side fan-out nodes. In contrast
to the experiments presented in Tabs. 2 and 3, we
considered not only just one, but all possible input
combinations corresponding to tests 2{7 discussed in
Section 2.3 (Tab. 1).

The results are presented in Fig. 4 for the falling
transition at the output of NAND1 gate, and in
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Figure 4: NAND1 in bb connection: delays for y=#.

1 2 3 4
0

100

200

300

400

500

600

700

side fanout

delay (ps)
NAND31.a: : : 34.a=1

NAND31.a: : : 34.a=0
init. s=g0�

init. s=p1�

a=#, b=1

a=1, b=#
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Fig. 5 for the rising transition at this output. Fig. 4
shows four pairs of plots: one pair for each combi-
nation of input values corresponding to tests 4{7 in
Tab. 1. The upper line of every pair corresponds to
the non-controlling value at side fan-out nodes, while
the lower line corresponds to the controlling value at
these nodes. Similarly, Fig. 5 shows plots correspond-
ing to tests 2{3 in Tab. 1. In this case, for a controlling
value at side fan-out nodes, we consider two possible
values at the sequential node of side fan-out gates, but
the results of these two cases are virtually identical.

Observation 2 The delay is linear with respect to the
number of fan-out gates (as assumed in some of the ex-
isting delay models [8]). However, in contrast to what
has been commonly assumed to date, the coe�cient of
linearity is not a �xed value for a given input transi-
tion: it depends on the values at side fan-out nodes.

4 Dynamic changes at fan-out gates

So far we have examined the in
uence of di�er-
ent stable values at side fan-out nodes. In real cir-
cuits, however, the values at side fan-out nodes may

change when the test is being applied. To investi-
gate how dynamic changes at side fan-out nodes in-

uence the delay, we examined path delay for various
transitions at side fan-out nodes in the circuit pre-
sented in Fig. 3. The experiments were conducted
for path NAND1.a{NAND2.y while NAND1.a=", and
then while NAND1.a=# (NAND1.b=1).
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Figure 6: Gate delays vs. the time di�erence between
INV41.a: : : INV44.a=" and INV1.a=".
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Figure 7: Gate delays vs. the time di�erence
between INV41.a: : : INV44.a=# and INV1.a=" for
INV41.s: : : INV44.s=g0.

The results of our simulation experiments are pre-
sented in Figs. 6{10. Each of these �gures shows three
plots: one for NAND1, one for NAND2, and one for
the sum of delays associated with both gates.

In the case of NAND1.a=# (INV1.a=") the de-
lay associated with NAND1 and NAND2 changes
monotonously (see Figs. 6, 7, and 8). For NAND1.a="
(INV1.a=#), however, the path delay can be longer
or shorter than the delay for any stable value at side
fan-out nodes (see Figs. 9 and 10); numerical results
are presented in Tab. 4. As shown in this table, the
maximum path delay for transitions at side fan-out
nodes (NAND31.a{NAND34.a=#) can be 9.8% longer
than the maximum delay for stable values at these
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Figure 9: Gate delays vs. time di�erence between
INV41.a: : : INV44.a=" and INV1.a=#.

nodes (NAND31.a{NAND34.a=1). Furthermore, the
minimum delay for transitions at side fan-out nodes
(NAND31.a{NAND34.a=") can be 9% shorter than
the minimumdelay under stable values at these nodes
(NAND31.a{NAND34.a=0). Note that the percent-
ages refer to the path consisting of two gates (NAND1
and NAND2), whereas the delay change is mostly as-
sociated with one gate only (NAND1).

Observation 3 Transitions at side fan-out nodes
may result in considerably longer or shorter delays
than under any stable values at side fan-out nodes.

5 Opposite e�ect of transitions

As observed in in [11, 12] (see Section 2.3) simulta-
neous transitions from controlling to non-controlling
values at fan-in nodes increase the path delay. Be-
cause of this, the authors of [11] suggest that e�cient
delay testing should involve high node activity. This
surmise, however, is based on incomplete analysis of
circuit phenomena. In fact, high node activity may
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Figure 10: Gate delays vs. the time di�erence between
INV41.a: : : INV44.a=# and INV1.a=#.

max (Fig. 9) min (Fig. 10)

for stable values at 875.34 777.11
side fan-out nodes
for transitions at 959.85 707.39
side fan-out nodes
ratio 1.096 0.910

Table 4: The sum of NAND1 and NAND2 delays (ps):
test comparison.

be undesirable if we consider the in
uence of values or
transitions at side fan-out nodes.

To examine how high node activity may e�ect de-
lays, we conducted several experiments with the cir-
cuit in Fig. 3. Let NAND1.a=". First consider a sit-
uation in which higher node activity results in longer
delays, as suggested in [11]: for �xed values at the side
fan-out nodes, the delay of path NAND1.a{NAND2.b
is longer under test fNAND1.a=", NAND1.b="g than
under test fNAND1.a=", NAND1.b=1g. Tests 1 and
2 in Tab. 5 illustrate it for a stable 1 at the side fan-out
nodes. Now examine the same circuit with high node
activity that involves not only transitions at side fan-
in nodes, but also transitions at side fan-out nodes:

� A late ", or an early #, at side fan-out nodes may
be equivalent to a stable 0 at these nodes, hereby
decreasing the delay as compared to that for a

NAND1 NAND delay(ps) ratio
a b init. s 31..34.a NAND1..2

1 " 1 p1 1 876.25 1
2 " " p1� 1 947.39 1.081
3 " " p1� 0 846.67 0.966
4 " " p1� " 783.01 0.893

Table 5: Delays for varius values at side fan-in and
side fan-out nodes.



stable 1 (see Section 3): the delay in test 3 is
10.6% shorter than in test 2.

� Transition " at side fan-out nodes may decrease
the delay even below that for a stable 0 at
side fan-out nodes (see Section 4): the delay
in test 4 (for which the time di�erence between
INV41.a: : : INV44.a=# and INV1.a=# is -100ps)
is 7.5% shorter than in test 3.

In both cases described above, the delay is not only
shorter than the delay under test 2, it is also shorter
than the delay under test 1, involving the lowest node
activity. In particular, the delay under test 4 (highest
node activity) is 10.7% shorter than the delay under
test 1 (lowest node activity). Such a phenomenon may
be especially important when logic values in a circuit
are strongly dependent on each other. For example, if,
in the circuit presented in Fig. 3, NAND1.b=" results
in NAND31.a: : :NAND34.a=", then test 1 involving
the lowest node activity turns out to be the most de-
sirable.

Observation 4 High node activity in a circuit under
test may either signi�cantly increase or signi�cantly
decrease path delay, depending on the type of transi-
tions, their location and timing.

6 Discussion and Conclusions

Tests which are commonly considered to be equiva-
lent with respect to a particular fault may lead to dif-
ferent pass/fail decisions due to di�erent gate delays.
The cumulative di�erences in circuit delay for two sup-
posedly equivalent tests can be very high. For exam-
ple, in the case of a NAND gate with �ve fanout gates
of the same type and a falling transition at the out-
put, possible delays can vary as much as 41% for stable
values at side fanout nodes (see Fig. 4 and compare
delay under test fa=1, b="g in which NAND31.a: : :
NAND34.a=0 with test fa=", b=", initial s=p1�g in
which NAND31.a: : : NAND34.a=1). This di�erence
can be even bigger for a " transition at side fanout
nodes (see Fig. 10).

To ensure the longest propagation times and to
achieve the highest test quality, delay models used in
test generation need to be extended. They should take
into account that the actual circuit delays depend on
the following factors:

� pre-initialization,
� inputs which propagate the transition,
� logic values and transitions at side fan-in and side
fan-out nodes.

Contrary to the conclusion in [11], high node activ-
ity may be undesirable in delay testing. A simple, but
not necessarily the most desirable, way to improve the
quality of existing test procedures is a faster test appli-
cation. More precisely, the time interval of the second
pattern application should be shorter than that deter-
mined by the system clock by the ratio of the fastest
to the slowest propagation time along a path.

A more sophisticated way to improve the test qual-
ity lies in new test generation procedures, which
should take into account the phenomena discussed
in this paper. Such test generation procedures need

technology-dependent information, but the qualitative
dependencies between circuit delays are most likely to
be the same as in our experiments.
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