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Abstract | A timing-driven global routing algo-
rithm applicable to high-speed bipolar LSI's is pro-
posed. Path-based timing constraints are directly
modeled and routing paths are selected using novel
heuristic criteria to minimize area as well as to satisfy
the timing constraints by keeping track of the criti-
cal path delay and channel densities. Using bipolar-
speci�c features, this router can be applied to Gbit/s
LSI's. Experimental results shows that the average de-
lay improvement was 17.6% and the algorithm is quite
promising.

1 Introduction

The clock speeds of digital LSI's are rapidly increasing and
some bipolar LSI's are reportedly able to process over-
Gbit/s signals[1]. Therefore, the timing constraints for
those LSI's are becoming much more crucial. Moreover,
with the recent advances in VLSI fabrication technology,
the interconnection delay is becoming a dominant factor.
Therefore, timing-driven layout design has received in-
creased attention in recent years. Much e�ort has been
devoted to placement for minimizing critical delay[2, 3]
and clock skew minimization[4, 5].
There has been only limited progress, however, in

timing-driven routing[6, 7, 8]. Those routers use the
single-net routing method under net-delay constraints,
whereas conventional global routers are constructed to
minimize routing area. J. Huang et al.[9] reported an area-
minimizing method under net-delay constraint. However,
the timing constraints are indeed given as the critical path
constraints.
This paper proposes a heuristic method for minimiz-

ing the routing area and satisfying critical path con-
straints for standard cell LSI design. Novel heuristic
criteria for the critical path delays and channel den-
sities are used in the routing path selection mecha-
nism based on the edge deletion routing scheme[10, 11].

c

a

QD

CLK

QD

CLK

T0(j,a)+(Fin(j)+Fin(k))*Tf(o)
  +CL(n)*Td(o)

o

b
T0(i,o)+Fin(i)*Tf(c)
    +CL(m)*Td(c)

k

Q

a

c

o

b

D

T0(k,b)+(Fin(j)+Fin(k))*Tf(o)
    +CL(n)*Td(o)

CL(m)

Fin(i)

CL(n)

Fin(j)

T0(i,o)

j

T0(k,b)

T0(j,a)

T0(l,c)

l

i

Figure 1: Delay model.

In bipolar LSI's that process over-Gbit/s signals, some
special features are required such as di�erential drive net
routings and multi-pitch width routings. These features
were also integrated in the proposed algorithms.

2 Problem Formulation

2.1 Delay Model

In general, delays dependent on both capacitance and re-
sistance in wire and cell terminals. However, in bipolar
circuits, because their wires are made wider than those
in CMOS circuits to reduce current density, the wire re-
sistance is rather small. Thus, the authors adopted the
capacitance delay model to simplify the problem. How-
ever, the extension to the RC delay model does not have
any detrimental inuence on the proposed algorithm.
Let T0(ti; to) be the intrinsic delay of a cell and the fan-

in factors Fin(t) represent the capacitance at t. When
a signal propagates from an input terminal ti of a cell to
fan-out terminals through an output terminal to, the delay
time Tpd is

Tpd = T0(ti; to) + (
X
t2F

Fin(t)) � Tf(to) +

CL(n) � Td(to); (1)



Algorithm Global Router()
begin

/* Feedthrough & ext. terminal assignment */
01: xpin&feed assign() ;

/* Gr(n) = (Vr ; Er) initialization */
02: for all net n do make Gr(n) ;

/* Gd(P ) initialization */
03: for all P 2 P do make Gd(P ) ;
04: Nb = fe 2 Er jnon-bridgeg ;

/* Initial Routing */
05: while Nb 6= ; do begin

06: e = select edge(Nb) ;
/* Gr(n), Nb, etc. modi�cations */

07: delete and modify(e) ;
end ;
/* Improvement loops by rerouting nets */

08: recover violate() ; /* Violation recover loop */
09: improve delay() ; /* Delay improvement loop */
10: improve area() ; /* Area improvement loop */

end

Figure 2: Outline of the global routing algorithm.

where Tf (to) is the fan-in delay factor, Td(to) is the unit
capacitance delay, F is a set of fan-out terminals from to,
and CL(n) is the wiring capacitance obtained from the
wire length for net n.
Our delay model is illustrated in Fig. 1, where each

value attached to each arrow in cells are the intrinsic de-
lay. Because most cells have only one output terminal, the
simpli�ed graph, thick lines in Fig. 1, is adequate for an-
alyzing critical paths. In this paper, this simpli�ed graph
is called the global delay graph GD.

2.2 Critical Path Constraints

VLSI speed is limited by the largest delay path in a circuit,
i.e., the \critical path." The critical path constraint P is
thus de�ned as a trio (SP ; TP ; �P ), where SP and TP are
signal source and sink terminals, and �P is the delay limit.
The delay constraint set P is the collection of constraints
P required by the VLSI designer.
To estimate the critical path delay in global routing, the

delay constraint graphGd(P ) is de�ned for each constraint
P as a subgraph of the global delay graph GD. Gd(p)
includes vertices corresponding to SP and TP and all paths
from the SP vertices to the TP vertices.

2.3 Global Routing Problem

When assuming bipolar standard cell VLSI design,
global routing involves selecting cell terminals, assigning
feedthrough positions, and determining terminals inter-
connected in each channel.
When given the cell placements, interconnection re-

quirements, blockages on the routing layers, external ter-
minal positions, the delay parameters for each cell type,
and the critical path delay constraint set P are given, the
global routing problem is de�ned to minimize the chip
area, subject to the delay constraint set P .
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Figure 3: De�nition of the routing graph Gr(n).

3 Algorithm

3.1 Outline

The routing graph Gr(n) = (Vr(n); Er(n)) is a weighted
graph that serves as a candidate for the interconnection
wiring of net n. Though a large-grid global routing graph
was used in previous work[9], it is di�cult to ensure the
complete feedthrough assignment for multi-pitch wirings
(see Section 4.2) by maintaining only the feedthrough ca-
pacity. Besides, there are not so many free feedthrough
positions in bipolar LSI's.
Thus, our router assigns one feedthrough position for

each net in a cell row in the �rst stage. It �nds the
feedthrough position by searching from the center of the
x coordinates of the terminals. For nets that need to go
through two or more cell rows, feedthrough positions are
assigned in the same x coordinates if possible.
These assignments depend on the net ordering, and the

order is de�ned according to a static delay analysis. By
the forward and backward search of Gd(P ) with zero in-
terconnection capacitance, slack values are obtained for
each vertex of Gd(P ). Net ordering involves arranging
the slack values in ascending order.
The interconnection wiring should be a tree in Gr(n)

and should include all terminal vertices. Vertices Vr(n)
in Gr(n) have a one-to-one relation with circuit termi-
nals or with physical points in the channel or feedthrough
positions, as shown in Fig. 3. The edges represent the cor-
respondence between the circuit terminal and its physical
positions, or the interconnections between physical points.
That is, they represent trunks or branch lines.
Edges whose deletion cause the routing graph to be dis-

connected are called bridges. Others are called nonbridges.
Edges for deletion are selected only from nonbridges.
First, after routing graphs for all nets are made, one

edge e is selected from all the edges of all Gr(n) and then



deleted. Next, criteria for heuristics are modi�ed accord-
ing to the deletion. The modi�ed criteria are used in the
next edge selection. Thus, the interconnection wiring of
all nets is determined concurrently. The initial routing
process is independent of net ordering.

3.2 Delay Estimation and Tentative Tree

To estimate the interconnection delay, the router esti-
mates all wire lengths. The shortest paths from the driv-
ing terminal vertex to all other terminals are �rst obtained
with Dijkstra's shortest-path algorithm. The union of all
paths is the tentative tree.
When considering the RC delay model, the tentative

tree generation could be modi�ed, for example, by adopt-
ing the method of S. Prasitjutrakul[7]. Note that the rout-
ing ow and the heuristic criteria adopted in our algorithm
are not inuenced by this delay model change and/or ten-
tative tree generation.
The interconnection delays are calculated according to

the tentative tree The critical paths are, thus, obtained as
the longest paths for each Gd(P ). For each constraint, a
margin or slackM(P ) is obtained by subtracting the delay
for the critical path from the speci�ed time limit �P .
The deletion of e (2 Er(n)) inuences the Gd(P ) edges

corresponding to n. We de�ne a criterion: the local mar-
gin LM(e; P ) for e 2 Er(n) and P (2 P (e)) to evaluate
the inuence, where P (e) is a set of constraints whose
Gd(P) include edges corresponding to n.
By generating a tentative tree, assuming the deletion of

e, a new delay value d0 for edges (v; w) in Gd(P ) can be
obtained. Let the original longest path delay to v be lp(v)
and that to w be lp(w). The local margin LM (e; P ) is
then de�ned as

LM (e; P ) =

M (P )�max
(v;w)

max(0; (lp(v) + d
0 � lp(w))): (2)

If w is on the original critical path, the LM (e; P ) is
exactly the newM(P ) value after deleting e. Otherwise, it
is a rather pessimistic estimation of the new M (P ) value.
According to the LM (e; P ), three heuristic parameters

are de�ned for evaluating the disadvantages of deleting e.
One is the critical count,

Cd(e) = jfP jP 2 P (e); LM(e; P ) � 0gj: (3)

The second is the global delay Gl(e), which is the dif-
ference between the sums of penalties:

Gl(e) =
X

P2P (e)

pen(LM (e; P ); P )�

X
P2P (e)

pen(M (P ); P ); (4)

where the penalty function pen(x; P ) is

pen(x; P ) =

�
1� x=�P if x � 0,
exp(�x=�P ) if x < 0.

The third parameter is the local delay increase LD(e),
which is the sum of the delay increase in Gd(P ) edges
resulting from the deletion of e. LD(e) is a weak criterion
predicting the future possibility of increasing critical path
delay.

e

0 x

d
en

si
ti

y CM(c)

Cm(c)

DM(e)
Dm(e)

NCM(c)

NCm(c)

NDM(e)

NDm(e)

density

density
of bridge

Figure 4: Density parameters.

3.3 Channel Density Estimation

The channel densities for each x coordinate on a wiring
grid can be obtained by counting the number of Gr(n)
trunk edges. Let dM (c; x) be the number of edges running
on x in channel c and let dm(c; x) be the number of bridge
edges running in the same position. The maximum density
in channel c and the length of the maximum points on
dM(c; x) are de�ned as follows:

CM (c) = max
x

dM (c; x); (5)

NCM (c) = jfxjdM (c; x) = CM (c)gj: (6)

Cm(c) and NCm(c) are similarly de�ned on dm(c; x).
As seen from the de�nition, Cm(c) and CM (c) are the
lower and upper bounds of the density in channel c. To
keep Cm(c) low and to reduce CM (c) as fast as possi-
ble should be an e�ective strategy. Because the increase
in Cm(c) cannot be recovered, maintaining Cm(c) is a
stronger criterion. NCm(c) expresses how easily Cm(c) in-
creases. Thus, it is dangerous to delete edges in channels
other than one with a large NCm(c). On the other hand,
NCM (c) exhibits di�culty in reducing CM (c). Thus,
deleting edges in a channel with a small NCM (c) is a
greedy strategy.
The density parameters DM (e), Dm(e), NDM(e), and

NDm(e) for the edges e (2 Er) are, using the interval of e,
also similarly de�ned. Fig. 4 illustrates these parameters.
The dM (c; x) and dm(c; x) chart example is shown and the
density parameters are also illustrated.

3.4 Edge Selection Heuristics

The edge e(2 Nb) is selected by comparing heuristics. To
begin with, the delay criteria are compared. First Cd(e)'s,
then Gl(e)'s, and next LD(e)'s are used. Because preced-
ing criteria mean a more fatal disadvantage, the edge with
a larger penalty is selected when ties are �rst broken.



The density conditions are examined when delay criteria
are all the same. Assume that we are comparing e1 and
e2, and let c1 and c2 be the channels where e1 and e2
exist. The followings are the conditions under which e1 is
selected.
The �rst condition prefers a trunk edge to a branch edge

because the trunk edges directly reduces channel densities,
whereas deleting the branch edge eliminate the possibil-
ity of reducing densities. The second condition concerns
Cm(c)�Dm(e) (= Fm(c; e)). If Fm(c1; e1) < Fm(c2; e2),
e1 is selected so as not to increase Cm(c1).
The third condition concerns NCm(c) � NDm(e) (=

Nm(c; e)). When Fm(c1; e1) = Fm(c2; e2) = 0 in the
second comparison, Nm(c1; e1) shows the length of the
most congested points uncovered by e1. Otherwise, i.e.
Fm(c1; e1) = Fm(c2; e2) > 0, NCm(c1) shows how edges
in c1 are preferable and NDm(e1) shows how e1 is prefer-
able. Thus, e1 is selected when Nm(c1; e1) < Nm(c2; e2)
to maintain Cm(c1).
Similarly, CM(c1)�DM (e1) < CM(c2)�DM (e2) is the

fourth criterion and NCM(c1)�NDM (e1) < NCM (c2)�
NDM(e2) is the �fth criterion used to select edge e1.
These conditions are examined in the order listed above.

At each stage, symmetric conditions are examined for e2.
The comparisons go down until ties are broken. If they are
still even after all comparisons, the longer edge is selected.

3.5 Improvements

The initial routing result is improved in three rerouting
phases. The rip-up and rerouting processes are repeated
one by one in each phase. The �rst is the constraint vi-
olation recovery phase: all nets on the critical paths that
violate the constraints are improved. Then, in the de-
lay improvement phase, all critical path nets under all
constraints are considered. Nets in the critical paths of
smaller M(P ) are rerouted �rst. The net rerouting order
in the same critical path is arbitrary. The edge selection
method is the same as that used in the initial routing.
The �nal phase is area improvement. In this phase, nets

running in the most congested part are rerouted �rst. The
edge selection heuristics are slightly modi�ed to improve
area: the density conditions are examined after Cd(e)
comparisons, and theGl(e) and LD(e) are compared last.

4 Bipolar-speci�c Features

4.1 Di�erential drive

Di�erential drive is often used in ECL circuits to preserve
noise margins especially for large fan-out nets. When two
nets are speci�ed as a di�erential drive pair, those nets
must be routed physically parallel to each other.
The di�erential pairs assumed to be 2-pitch nets (de-

scribed in Section 4.2) in the feedthrough assignment
phase. Next, the one-to-one correspondence of edges in
each routing graph is recognized by searching both graphs
from driving terminal vertices. The correspondence is es-
tablished if, and only if, routing graphs Gr(n1) and Gr(n2)
are homogeneous and the relative positions of all adjacent
vertices in Gr(n1) are the same as the corresponding ones
in Gr(n2), where n1 and n2 make up the di�erential pair.

Table 1: Test bipolar circuits.

Data Cir- Place- The number of
Name cuits ments cells nets consts.
C1P1 C1 P1 451 597 64
C1P2 P2
C2P1 C2 P1 932 1176 68
C2P2 P2
C3P1 C3 P1 936 1184 346

The edge deletion process is also modi�ed so that when
an edge included in the di�erential drive net is deleted,
the corresponding edge in the paired one is also deleted.

4.2 Multi-pitch wires

Multi-pitch wires are required to reduce wire resistance
and skews for very large fan-out nets like a clock. The
adjacent feedthrough positions are occupied by the multi-
pitch net. The delay and density criteria can be obtained
using the wire widths. Note that if the net is speci�ed to
be interconnected in the w pitch width, the net is called
a w-pitch net.

4.3 Feed-Cell Insertion

The standard cells of bipolar circuits normally have no
space for feedthrough nets. Thus, the global router must
utilize the space on the feed cell for the bipolar design.
However, the global router often runs out of available
feedthrough positions. By inserting feed cells, the global
router makes additional space to ensure complete routing.
After the �rst assignment, the number of required feed

cells F (w; r) can be determined for the w-pitch nets in
the rth cell row. F (r) =

P
w
w � F (w; r) is the required

number for cell row r, and F = maxr F (r) is the number
added for every row.
First, ags only for w-pitch nets are set on the

feedthrough positions where w-pitch nets are assigned.
Then, all previous assignments are canceled. F (w; r)
groups of w feed cells are then inserted into the cell row
for each w (w 6= 1). Each group is inserted almost
evenly spaced between existing cells. Those groups are
also agged only for w-pitch nets. F (1; r) + F � F (r)
feed cells are then similarly inserted for single-pitch nets.
Thus, the chip is widened by F pitches.
Finally, the feedthroughs are again assigned in the same

way as described in Section 3.1, except that the width ags
are taken into account. Therefore, the second assignment
is always successful. These insertion and re-assignment
processes assure the completeness of global routing.

5 Experimental Results

The proposed global router was implemented in C lan-
guage on UNIX workstations. We tested three bipolar
circuits. The �rst circuit, C1, was the regenerator-section
overhead processing circuit for a 10-Gbit/s transmission
system[1]. The others were also for the transmission sys-
tem. Table 1 lists the circuit data.



Table 2: Experimental results.

Routing Results With Constraints
Data Delay Area Length CPU
Name (ps) (mm2) (mm) (sec)
C1P1 375.6 10.85 618.4 33.0
C1P2 379.0 11.56 678.1 28.0
C2P1 527.5 14.77 1279.8 87.4
C2P2 615.4 16.20 1596.0 77.3
C3P1 324.0 19.20 1047.5 209.6

Routing Results Without Constraints
Data Delay Area Length CPU
Name (ps) (mm2) (mm) (sec)
C1P1 377.7 10.84 624.0 17.5
C1P2 425.5 11.60 685.9 16.9
C2P1 689.5 14.74 1289.8 46.3
C2P2 795.3 16.18 1739.5 51.8
C3P1 327.9 19.31 1074.4 44.9

Table 3: Di�erence from the lower bound.

Data lower Di�erence (%)
Name bound Con- Un-

(ps) strained constrained
C1P1 356.2 5.44 6.03
C1P2 356.5 6.32 19.4
C2P1 461.5 14.3 49.4
C2P2 467.6 31.6 70.1
C3P1 294.7 9.97 11.3

The constraints for C1 and C2 were obtained through
interviews with the logic designers. Constraints for C3
were improved according to the layout data analysis from
the initial constraints provided from logic information.
Realistic delay parameters were used for C1. Those for
C2 and C3 were assumed to have similar average delays.

The placement P1s were given by designers by auto-
matic feed-cell insertion. P2 placements were given by
moving the feed cells aside in the cell rows in order to test
the even spacing e�ect of feed-cell insertion.

The critical-path delays were obtained from routing
lengths after channel routing in the same delay model.
The resulting layouts with and without constraints were
compared. Table 2 shows the results. CPU times were
measured on SS2.

The improvement in constrained data varied from 0.56%
to 23.5% in delays, whereas the area was almost un-
changed.

Table 3 shows the di�erences in the critical-path-delay
lower bounds. The lower bounds could be obtained by as-
suming the wire length for each net to be half the perime-
ter of the rectangle containing the net terminals.

The di�erence in the lower bound was largely improved
such that it was less than half of the unconstrained results
or less than 10%. The average reduction in the critical-
path delay was 17.6% of the lower bound.

6 Conclusion

A global routing algorithm that minimizes both the criti-
cal path and interconnection area has been described. The
global router was devised for standard cell LSI's, especially
high-speed bipolar ones. During the routing process, the
router keeps estimating wire lengths by generating ten-
tative trees in the routing graph. Novel heuristic crite-
ria evaluating critical-path delays and channel congestion
were proposed to delete unsuitable paths. Di�erential-
drive wiring, multi-pitch-width wires, and feed-cell inser-
tion are introduced to preserve noise margins, minimize
skews, and compensate for the lack of feedthrough posi-
tions in bipolar cells.
The experimental results show large critical-delay re-

ductions in the resulting layouts of the constraint-assigned
data. Otherwise, the timing issue would be serious. Other
data have shown that the delays have been less than 10%
above the lower bounds. The average delay reduction was
17.6%.
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