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ABSTRACT
In this paper, we propose a neuro-genetic stock prediction
system based on financial correlation between companies. A
number of input variables are produced from the relatively
highly correlated companies. The genetic algorithm selects
a set of informative input features among them for a recur-
rent neural network. It showed notable improvement over
not only the buy-and-hold strategy but also the recurrent
neural network using only the input variables from the tar-
get company.

Categories and Subject Descriptors
J.1 [Computer Applications]: Administrative Data Pro-
cessing—Financial

General Terms
Experimentation

Keywords
Stock prediction, financial network, cross-correlation, feed-
forward neural network

1. INTRODUCTION
It is a practically interesting topic to predict the trends

of a stock price. Although it is not an easy job due to its
nonlinearity and uncertainty, there were many trials using
a variety of methods including artificial neural networks [1]
[2], decision trees [3], rule induction [4], Bayesian belief net-
works [5], evolutionary algorithms [6] [7], classifier systems
[8], fuzzy sets [9] [10], and association rules [11]. In devel-
oping a stock prediction system, one of the most important
tasks is to define input variables. For example, only one-day
return of a closing price of a stock was used in [12]. The dif-
ference between the price and the moving average, highest
and lowest prices were also used in [13]. In addition to using
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a price series, volume of transactions, macro economic data
and market indicators were considered for input variables
[14].

Recently, many studies have been performed on the fluctu-
ations and the correlations in stock price changes between
different companies in physics communities by using con-
cepts and methods in physics [15] [16]. They showed that
stock price changes in some companies were influenced by
the other companies. Thus, the cross-correlation coefficient
between different companies can be an important factor to
understand the cooperative trends in stock market. Re-
cently, there have been many efforts to find the correlations
in stock price changes using random matrix theories and
they showed that there exist cooperative behaviors of the
entire market [17] [18]. Based on the correlations, there is
room for extension in the existing approache which predicts
a direction of a company’s stock price using the input vari-
ables generated from only its own information.

In [19] and [20], neuro-genetic hybrids for stock prediction
were proposed and showed notable success on many compa-
nies. They generated 75 input variables using a variety of
technical indicators for each company for the recurrent neu-
ral networks (RNN). The genetic algorithm (GA) was used
to optimize weights in the neural network. In this paper, we
extend the system proposed in [19] and [20] by utilizing the
cross-correlation concept. To predict a company’s price, we
first find the other companies which are highly correlated
with the company. We then collect all the input variables
generated from not only the target company but also the se-
lected companies. However, it is hard to use all of them for
input nodes in the neural network since the network becomes
too complex. Thus, a genetic algorithm is used to select a
set of salient features among a number of input variables.
Thus, it is different from the genetic algorithms used in [19]
and [20].

The rest of this paper is organized as follows. In Section
2, the daily stock prediction problem and the objective are
explained. In Section 3, we explain the correlation coefficient
between different companies used in this paper. In Section
4, we describe our hybrid genetic algorithm for predicting
the stock price. In Section 5, we provide our experimental
results. Finally, conclusions are given in Section 6.

2. STOCK TRADING PROBLEM
We have a database with years of daily trading data. Each

record includes daily information which consists of the clos-
ing price, the highest price, the lowest price, and the trad-
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if ( signal is SELL ) {
Ct+1 ← Ct + min(B, St)× (1− T )
St+1 ← St −min(B, St)

}
if ( signal is BUY ) {

Ct+1 ← Ct −min(B, Ct)
St+1 ← St + min(B, Ct)

}
St+1 ← St × xt+1

xt

Figure 1: Investing Strategy and Change of The
Property

ing volume. We name those at day t as x(t), xh(t), xl(t),
and v(t), respectively. If we expect x(t + 1) is considerably
higher than x(t), we buy the stocks; if lower, we sell them;
otherwise, we do not take any action. In [19] and [20], the
problem was formulated as a kind of time-series problem as
follows:

x(t + 1)− x(t)

x(t)
= f(g1, g2, . . . , gm)

where gk’s (k = 1, . . . , m) are technical indicators or signals.
We have four daily data, x, xh, xl, and v, but we do

not use them for the input variables as they are. We uti-
lize a number of technical indicators being used by financial
experts such as moving average, golden-cross, dead-cross,
relative strength index, and so on [21]. As in [20], we gener-
ated totally 75 input variables using the technical indicators
in this paper. One example among the input variables is

gi :=
MA(t)−MA(t− 1)

MA(t− 1)
,

where MA(t) is the numerical average value of the stock
prices over a period of time. The technical indicators and
input variables used in this paper are explained in detail in
[19] and [20].

There can be a number of measures to evaluate the perfor-
mance of the trading system. Figure 1 shows the investing
strategy and change of property at day t+1 according to the
signal at day t of the trading system. In the figure, Ct and
St mean the cash and stock balances at day t (t = 1, . . . , N),
respectively. We start with C, i.e, C1 = C and S1 = 0. In
the strategy, the constant B is the upper bound of stock
trade per day and T is the transaction cost. The transac-
tion cost was set to 0.3% in this work. This corresponds to
the situation of online trading in Korea stock market. We
have the final property ratio P as follows:

P =
CN + SN

C1 + S1
.

3. FINANCIAL CORRELATION BETWEEN
COMPANIES

There were some studies on correlation in stock prices of
different companies to understand the cooperative behav-
iors in stock market [22]. In this paper, we applied the
cross-correlation used in the previous studies to construct a
financial network.

Let xi(t) be the closing price at day t of a company i. The
return of the stock-price after a time interval ∆t is defined

Output LayerHidden LayerInput Layer

Figure 3: The Recurrent Neural Network Architec-
ture

as

ri(t) = ln xi(t + ∆t)− ln xi(t).

Then, the cross-correlation between company i and j is given
by

cij :=
〈rirj〉 − 〈ri〉〈rj〉q

(〈r2
i 〉 − 〈si〉2)(〈r2

j 〉 − 〈sj〉2)

where 〈·〉 means a temporal average over the given period.
Then, cij ∈ [−1, 1] and cij = 1(−1) means that two compa-
nies are completely correlated (anti-correlated), while cij =
0 means that they are uncorrelated.

We examined the cross-correlations between 196 compa-
nies in Korea Stock Exchange (KSE) during the 4-year pe-
riod 2000-2003. Figure 2 shows five companies having the
highest absolute value of cross-correlation with each of two
companies: SAMSUNG Electronics which is one of the largest
electronic company in the world, and SAMSUNG Fire &
Marine Insurance which is the largest indemnity insurance
company in Korea. Most of the selected companies are in
the similar category of business with the target company or
the affiliates belonging to the same conglomeration.

4. THE PROPOSED SYSTEM

4.1 Artificial Neural Network
We use a recurrent neural network architecture which is a

variant of Elman’s network [23]. It consists of input, hidden,
and output layers as shown in Figure 3. Each hidden unit is
connected to itself and also connected to all the other hidden
units. The network is trained by a backpropagation-based
algorithm.

Only one node exists in the output layer for x(t+1)−x(t)
x(t)

.

On the other hand, the number of input nodes varies accord-
ing to the feature selection of the genetic algorithm which
will be described in Section 4.2.

4.2 Feature Selection Genetic Algorithm (FSGA)
To predict a company, K companies having the highest

absolute value of the cross-correlation described in Section 3
are selected. (The company itself is necessarily selected be-
cause cii = 1.) Then, there are totally 75×K candidate in-
put variables. The genetic algorithm selects a set of salient
variables among them.

We use a parallel GA. It is a global single-population
master-slave [24] and the structure is shown in Figure 4. In
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• Example 1

– SAMSUNG Electronics : An electronic company producing mobile phones, TFT-LCD, semiconductors, digital
TV, and so on.

– Highly correlated or anti-correlated companies

∗ SAMSUNG Electro-Mechanics : A manufacturer producing key electronic components such as MLCC,
PCB boards, chip registers, and so on. It is an affiliated company of the same group as SAMSUNG Electronics.

∗ DONGBUANAM Semiconductor : A semiconductor providing CMOS wafer foundry service.

∗ SAMSUNG Techwin : A company producing semiconductor system, optics, digital cameras, national
defense program, and so on. It is an affiliated company of the same group as SAMSUNG Electronics.

∗ SAMSUNG SDI : A company producing flat display, PDP, LCD, Lithium-ion Battery, and so on. It is an
affiliated company of the same group as SAMSUNG Electronics.

∗ TRIGEM Computer : A company producing personal computers.

• Example 2

– SAMSUNG Fire & Marine Insurance : A company managing insurance against loss.

– Highly correlated or anti-correlated companies

∗ SAMSUNG Securities : A security corporation which is an affiliated company of the same group as
SAMSUNG Fire & Marine Insurance.

∗ LG Insurance : A insurance company of LG group.

∗ DASHIN Securities : A security corporation.

∗ LG Invest & Securities : A security corporation of LG group.

∗ HYUNDAI Marine & Fire Insurance : A insurance company.

Figure 2: Cross-Correlation Example of a Company

this neuro-genetic hybrid approach, the fitness evaluation
is dominant in running time. The backpropagation-based
algorithm trains the network with a set of training data to
evaluate an offspring. We distribute the load of evaluation to
the clients (slaves) of a Linux cluster system. The main ge-
netic parts locate in the server (master). When a new RNN
is created by crossover and mutation, the GA passes it to
one of the clients. When the evaluation is completed in the
client, the result is sent back to the server. The server com-
municates with the clients in an asynchronous mode. This
eliminates the need to synchronize every generation and it
can maintain a high level of processor utilization, even if the
slave processors operate at different speeds. This is possi-
ble because we use a steady-state GA which does not wait
until a set of offspring is generated. All these are achieved
with the help of MPI (Message Passing Interface), a popular
interface specification for programming distributed memory
systems. As shown in Figure 4, the process in the server
is a parallel variant of traditional steady-state GA. In the
following, we describe each part of the GA.

• Representation: We represent a chromosome by a one-
dimensional binary vector of size 75×K, where each bit
of the vector means whether the corresponding input
variable is included or not. It is a typical approach of
genetic algorithms for feature selection [25].

• Selection, crossover, and mutation: Roulette-wheel se-
lection is used for parent selection. The offspring is
produced by 5-point crossover. The mutation opera-
tor flips each bit with a low probability. All these three
operators are performed in the server.

• Evaluation: After crossover and mutation, the offspring
is evaluated by backpropagation. Its result provides
the quality of the selected set of input variables. As
mentioned, it is performed in the client and the result
is sent back to the server.

• Replacement and stopping criterion: The offspring first
attempts to replace the more similar parent to it. If
it fails, it attempts to replace the other parent and
the most inferior member of the population in order.
Replacement is done only when the offspring is better
than the replacee. The GA stops if it does not find an
improved solution for a fixed number of generations.

5. EXPERIMENTAL RESULTS
We tested our approaches with the stocks of 91 companies

in KSE. We evaluated the performance for 3 years from 2001
to 2003. We got the entire data from YAHOO1. The GA was
trained with two consecutive years of data and validated
with the third year’s. The solution was tested with the
fourth year’s data. This process was shifted year by year.

Table 1 shows the experimental results. The values mean
the final property ratio P defined in Section 2. In the table,
Hold is buy-and-hold strategy which buys the stock at the
first day and holds it all through the year. RNN is the re-
current neural network using only 75 input variables of the
target company for input nodes. FSGA is the feature selec-
tion GA described in Section 4 and the number of candidate
companies to provide the input variables was set to five in

1http://quote.yahoo.com
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Receive an offspring

Send the offspring
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Figure 4: The Framework of the Parallel Genetic
Algorithm

this paper. The minimum and the maximum number of fea-
tures were set to 30 and 100, respectively, in this experiment.
The results are the average results over 10 trials.

For a quantitative comparison, we summarized the rela-
tive performance in Table 2. It represents the relative per-
formance of each approach over the buy-and-hold strategy.
Since there are 91 companies tested for 3 years, we have 273
cases. In the table, Up, Down, and NC represent the situ-
ation of the stock market in each year. The Up and Down
mean that the closing price has risen or fallen, respectively,
against the year’s starting price by 5% or more. NC means
no notable difference. Better and Worse mean the number
of cases where the P value of the learned strategy was at
least 5% higher or lower than that of the buy-and-hold, re-
spectively. ANN performed better than the buy-and-hold in
104 cases, worse in 110 cases, and comparable in 59 cases.
On the other hand, FSGA performed better than the buy-
and-hold in 136 cases, worse in 83 cases, and comparable
in 54 cases. FSGA showed a notable performance improve-
ment over not only buy-and-hold but also ANN on average.
Specially, the performance improvement of FSGA over ANN
happens in Up and NC cases. On the other hand, two ap-
proaches show similar performance in Down.

Figure 5 examines the cases that FSGA and RNN per-
formed contrarily each other against buy-and-hold. We choose
the cases where the relative performance of RNN was Worse
or Even but that of FSGA was Better, or the reverse cases
where the relative performance of FSGA was Worse or Even
but that of RNN was Better. In the figure, y-axis is PF SGA−PRNN

PRNN

and x-axis is PHold where PF SGA, PRNN , and PHold mean
the property ratio of FSGA, RNN, and buy-and-hold, re-
spectively. The number of cases where FSGA turns over the
bad performance of RNN was 53 and the number of reverse
cases was 20.

6. CONCLUSION
In this paper, we proposed a feature-selection genetic al-

gorithm for recurrent neural networks for the stock trading.

Table 2: Relative performance over buy-and-hold
Strategy

(1) RNN

Better Worse Even Total

Up 38 100 33 171
Down 59 6 13 78
NC 7 4 13 24
Total 104 110 59 273

(2) FSGA
Better Worse Even Total

Up 62 75 34 171
Down 61 5 12 78
NC 13 3 8 24
Total 136 83 54 273

PRNN

PFSGA PRNN

PHold

−1
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 0.5

 1
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 2

 2.5
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 0  0.5  1  1.5  2  2.5  3  3.5  4

Figure 5: The Improvement of FSGA over RNN

To reflect the correlation with other companies, a number
candidate input variables from other companies are gener-
ated. The proposed algorithm showed significantly better
performance than the “buy-and-hold” strategy and a recur-
rent neural network using only the input variables of the
target company as input nodes.
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Table 1: Continued

2001 2002 2003
Symbols Hold RNN FSGA Hold RNN FSGA Hold RNN FSGA
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006120.KS 1.409 1.188 1.208 1.018 1.042 1.212 1.105 1.192 1.285
006260.KS 1.481 0.856 0.758 0.973 0.942 0.948 1.438 1.200 1.265
006340.KS 1.166 1.569 1.100 0.895 0.891 1.024 0.545 0.514 0.538
006350.KS 2.120 1.449 1.936 0.930 0.976 1.081 1.484 1.273 1.605
006360.KS 3.384 1.725 1.010 1.053 1.013 1.053 1.571 1.428 1.434
006400.KS 1.217 1.602 1.162 1.369 1.426 1.617 1.961 1.135 1.907
006570.KS 2.607 1.691 1.625 0.441 1.339 0.441 1.748 1.280 1.763
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007160.KS 1.158 0.890 1.075 1.329 1.371 1.602 1.520 1.693 1.723
007690.KS 1.041 1.011 1.062 1.119 0.949 1.305 1.112 0.915 1.127
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