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Abstract. The use of Genetic Algorithms in evolution of mutants and
test cases offers new possibilities in addressing some of the main problems
of mutation testing. Most specifically the problem of equivalent mutant
detection, and the problem of the large number of mutants produced. In
this paper we describe the above problems in detail and introduce a new
methodology based on co-evolutionary search techniques using Genetic
Algorithms in order to address them effectively. Co-evolution allows the
parallel evolution of mutants and test cases. We discuss the advantages
of this approach over other existing mutation testing techniques, showing
details of some initial experimental results carried out.

1 Introduction

Software testing is a vital yet expensive part of the software development process.
Studies suggest that it often consumes in the order of fifty percent of the total
development budget [1,2]. Thus, approaches that automate or semi-automate
sections of software testing may significantly improve the efficiency and quality
of the software development process.

1.1 Overview of Mutation Testing

Mutation testing is a software testing technique originally proposed by Ham-
let [3]. Mutation testing is based upon seeding the implementation (original
program) with a fault (mutating it), by applying a mutation operator, and
determining whether testing identifies this fault. A mutated program is called
a mutant and if a test case distinguishes between the mutant and the original
program it is said to kill the mutant. Given a set of test cases, if no test case
can distinguish between the mutant and the original program then the mutant
is still live.

Mutation testing may be used to judge the effectiveness of a test set: the test
set should kill all the mutants. Similarly, test generation may be based on mu-
tation testing: tests are generated to kill the mutants. Interestingly, many test
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criteria may be represented using mutation testing by simply choosing appro-
priate mutation operators. Test sets are measured according to mutation score,
or adequacy score, which is defined as the total number of killed mutants over
the number of non-equivalent mutants, where a mutant is said to be equivalent
if there does not exist a test case which can distinguish the output of the mu-
tant from the output of the original program. Mutation score takes real values
between 0.0 and 1.0, where 1.0 is the best score possible, meaning that this par-
ticular test set can kill all the non-equivalent mutants. Such a test set is said to
be 100% mutation adequate.

Due to the fact that mutation testing is of high computational cost, even in
the case of small and rather simple programs, several techniques were developed
to reduce considerably the computational cost of effectiveness. Among these
techniques are selective mutation [4], mutant sampling [5], weak mutation [6,7],
schema-based mutation [8], separate compilation [9], and search. In this paper we
examine some weak points of the ‘do fewer’ techniques, such as selective mutation
and mutant sampling, and we introduce a new, search based, methodology based
on Genetic Algorithms (GAs).

Selective mutation identifies the critical mutation operators that provide al-
most the same testing coverage as non-selective mutation. A number of mutants
are rejected, because low performance mutation operators are rejected. As a
result, the number of mutants is considerably decreased thereby reducing com-
putational cost.

In a similar manner, mutant sampling is another approach to reduce the
number of mutants under consideration. The main concept of this approach is
the random selection of a subset of mutants; either by using samples of some a
priori fixed size, or until sufficient evidence has been collected indicating that a
statistically appropriate sample size has been reached [4,5].

The main assumption of the present work is that the ‘do fewer’ approaches
(selective mutation and mutant sampling) have some weak points: Selective mu-
tation does not take into consideration the fact that there are different sets of
critical mutation operators for different classes of programs. On the other hand,
mutant sampling is an approach that works satisfactorily with small randomly
selected subsets of mutants but the testing coverage achieved is reduced [10].

While mutation testing is a powerful and general technique, a number of
associated problems have limited its practical impact.

1. One of these problems is that the standard set of mutation operators may
lead to a vast number of mutants, not always appropriate ones. Typically
there is a large number of mutants for even small software units. Because
of this, mutation testing is considered to be a computationally expensive
method; all mutants must be tested against all test cases, leading to an
increasing demand for computational resources. However, it has been noted
that this problem can be reduced by an appropriate choice of mutation
operators, using selective mutation [4].

2. Another important problem with mutation testing is that a mutant, while
syntactically different from the initial program, may have the same behaviour
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as the program. Clearly such equivalent mutants can never be killed and
thus it is important, but often difficult, to identify them. Some approaches to
detecting equivalent mutants and reducing the number of equivalent mutants
produced have been introduced [11,12,13,14,15]. Manual equivalent mutant
detection is tedious and new methodologies to automate this process should
be introduced.

The contributions of this paper are to:

– Address the problem of selecting the effective mutants and test cases by
searching for them.

– Reduce the large number of mutants produced and the associated computa-
tional cost, using natural selection, rather than artificial selection.

– Show how the fitness function can be designed to avoid generation of equiv-
alent mutants.

– Explore how co-evolution can be used to automatically generate and evolve
both mutants and test cases.

The first author to consider the application of genetic algorithms to mutation
testing was Bottaci [16,17]. Many other authors have also suggested search for
test data generation for other forms of testing [18,19,20,21,22,23,24,25,26,27,28].
However, this is the first paper to introduce the idea of co-evolution for mutation
testing. A recent survey of work on evolutionary test data generation is provided
by McMinn [29].

The problem of selection is a special case of the Feature Subset Selection
Problem [30], where from an existing set of features there must be selected a
subset of features that can achieve the same quality of properties. In our case
to select the subsets of mutants and the corresponding subsets of test cases that
provide the highest testing coverage possible. That is, as close as possible to
100% mutation adequacy.

In the present work we will present a three step methodology. The first step
is to utilize a GA for the evolution of the mutants of a given program. The
second step, similarly, is to utilize a GA for the evolution of the test cases of a
given program. And finally, the third step which refers to the use of GAs for the
co-evolution of both a population of mutants and a set of test cases for a given
program.

The rest of the paper is organized as follows: Section 2 describes the proposed
methodology. Section 3 presents some results of the experiments carried out.
Section 4 outlines some of the outstanding issues for future consideration. Finally
section 5 presents the conclusions.

2 Methods

In this section the three aspects of our methodology will be presented, namely
the evolution of subsets of mutants against a fixed set of test cases, the evolution
of subsets of test cases against a fixed set of mutants, and the co-evolution of
both populations by evolving in parallel subsets of mutants and subsets of test
cases.
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2.1 Evolution of Subsets of Mutants Against a Fixed Set of Test
Cases

In order to evolve subsets of mutants that are non-equivalent and at the same
time difficult to kill first we generate a pool of mutants of the original program
under test. From this pool our candidate mutants will be drawn. This is done
by using a simulation of a mutation testing tool such as Mothra [31].

Each member of the constructed pool of mutants has been validated against
a fixed set of test cases. This validation procedure associates each mutant with
a corresponding score that is related to the performance of the mutant against
a given fixed set of test cases. The higher the score, the more difficult it is for
a mutant to be killed. In this way the score is a measure of the ability of the
mutant to avoid being killed by the test cases. This validation procedure has
been simulated. The simulation generates random real numbers between 0.0 and
1.0; each number represents a score associated with a mutant.

The main idea is to construct subsets of these mutants, each subset to be
considered as an individual of the genetic algorithm. Therefore the initial popu-
lation of the genetic algorithm consists of subsets of mutants that are randomly
selected from the pool of mutants. The simulation does this by grouping a num-
ber of scores together; each group of scores correspond to a subset of mutants.

Evolution of this population with a GA will lead to subsets of mutants that
are combined to give the maximum total score. This is done by selecting the
fitness function of an individual to be the sum of the scores of the mutants
divided by the length of the individual. That is, if Si is the score of a mutant
i and the individual consists of L mutants the fitness Mf of this individual is
given by:

Mf =

{ ∑L

i=1
Si

L if ∀i.Si �= 1.
0 otherwise.

(1)

It is obvious that if there exists i such that Si = 1, then there is a mutant killed by
no test cases. This may be equivalent, that’s why in this case the fitness function
of this particular set of mutants is penalized by assigning to it the value 0. Also,
the normalization of the fitness values, in order to get real values between 0.0
and 1.0, makes the fitness of individuals with different length comparable.

The fitness function, as described here, is relatively easy to optimise (even
without a search technique). However, the evolution of subsets of mutants against
a fixed set of test cases is only a preliminary milestone in the road towards the
ultimate goal of achieving full co-evolution of both test set and mutant set. See
Section 2.3.

We use uniform crossover. The mutation operator exchanges a single mutant
of an individual with another mutant randomly selected from the pool of mu-
tants. The selection operator is the roulette-wheel selection that ensures that
the probability of selection of an individual is proportional to its fitness. Elitism
was also introduced in the GA, that means a user defined number of highly fit
individuals are automatically passed unchanged to the next generation.
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By applying the GA we achieve to work with the whole set of mutation
operators; there is no need to decrease the number of mutation operators, as in
selective mutation. At the same time the GA achieves tailored selective mutation
by genetically selecting sets of mutants with higher fitness values. That is, a
higher chance of avoiding being killed. Additionally possible equivalent mutants
are detected and eliminated.

2.2 Evolution of Subsets of Test Cases Against a Fixed Set of
Mutants

We can apply the same methodology to the evolution of subsets of test cases
as we applied to evolution of mutants. First, we randomly generate a pool of
test cases from which our candidate test sets will be drawn. Each test case is
a sequence of random appropriately typed values that can be used as input for
the program under test.

Each member of the constructed pool of test cases has been validated against
a fixed set of mutants. This validation procedure associates each test case with a
corresponding mutation score that is related to the performance of the test case
against a given fixed set of mutants. The higher the mutation score the more
effective is a test case in killing mutants, so, in this way the score is a measure
of the ability of the test case to kill mutants. This validation procedure has been
simulated. The simulation generates random real numbers between 0.0 and 1.0;
each number represents a mutation score associated with a test case.

The main idea is to construct subsets of these test cases, each subset to be
considered as an individual of the genetic algorithm. Therefore the initial popu-
lation of the genetic algorithm consists of subsets of test cases that are randomly
selected from the pool of test cases. The simulation does this by grouping a num-
ber of mutation scores together; each group of mutation scores correspond to a
subset of test cases.

Evolution of this population with the GA, will lead to subsets of test cases
that are combined to give the maximum total mutation score. This is done by
selecting the fitness function of an individual to be the sum of the mutation
scores of the test cases divided by the length of the individual. That is, if MSi

is the mutation score of a test case i and the individual consists of L test cases
the fitness Tf of this individual is given by:

Tf =
∑L

i=1 MSi

L
(2)

The normalization of the fitness values, in order to get real values between 0.0
and 1.0, makes the fitness of individuals with different length comparable. As
for the mutants, the fitness function is relatively easy to optimise. However, the
presented here technique is a useful step towards the ultimate goal of achieving
full co-evolution of both test set and mutant set.

Similarly with the GA for the mutants above, we use uniform crossover. This
well-known crossover operator is applied to the individuals of the population.
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Each test case is a gene of the individual and each individual is a set of test
cases. The mutation operator refers to exchange of a test case of an individual
with another test case randomly selected from the pool of test cases. The selec-
tion operator is the roulette-wheel selection that ensures that the probability of
selection of an individual is proportional to its fitness.

Elitism is defined in the same way as for the previous GA in Section 2.1; a
user defined number of high performance sets of test cases pass automatically to
the next generation.

By applying this GA we work with a large set of test cases, and at the
same time genetically select sets of test cases with higher fitness values. That
is, higher ability in killing mutants and achieving high mutation scores. This
method can automatically generate high performance test cases for an original
program under test.

Fig. 1. GA performance for a standard set of parameter values used as a reference.

2.3 Co-evolution of Sets of Mutants and Sets of Test Cases

The concept of co-evolution in evolutionary computing is inspired by nature,
where organisms that are ecologically intimate, for example, predators and prey,
or hosts and parasites, influence each other’s evolution. Co-evolution entails a
change in the genetic composition of one species (or group) in response to a
genetic change in another. This approach has been chosen to be part of our
methodology for two main reasons:

1. We achieve selective mutation. Previous work has shown selection of
mutation operators to be a productive way to reduce the (often infeasibly



1344 K. Adamopoulos, M. Harman, and R.M. Hierons

Fig. 2. Improved GA performance for higher elitism value, increased from 2 to 10.

large) number of mutants. However previous work requires that the muta-
tion operators are selected a priori. Using evolution we are able to select
individual mutants, tailored to the program under test, based upon their
individual fitness.

2. Our fitness function guarantees not to generate equivalent mu-
tants. The fitness function for mutants requires that at least one test case
kills the mutant. Those mutants which are killed by no test cases, receive
a very low value of fitness. This means that mutants are guaranteed to be
non-equivalent. It may be that some stubborn (hard to kill) mutants which
are not equivalent are also given low fitness scores. It is hoped that the ro-
bustness of the evolutionary search strategy will ensure that such stubborn
mutants are rediscovered. That is, as the co-evolving test set improves its
fitness, a point will be reached where the test set can kill the stubborn mu-
tant. The authors believe that the ability to guarantee that all mutants are
non-equivalent is an important goal. It justifies the ‘aggressive’ approach
adopted here, because the presence of equivalent mutants makes mutation
testing infeasible.

These two properties of our approach aim to address the two fundamental
barriers to wider uptake of mutation testing, specifically:

1. Too many mutants are generated.
2. Too much effort is spent on identifying equivalent mutants.

In this paper the concept of co-evolution is based on the idea that two popula-
tions, that is the one consisting of individuals of mutants, and the one consisting
of individuals of test cases, are evolved in parallel with a specifically designed
GA. On each generation of the GA, the fitness of the individuals of these two
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Fig. 3. Lower GA performance for higher individual’s length, increased from 10 to 30.

populations are recalculated considering the alteration of the individuals of these
two populations.

In other words the score of each mutant is re-evaluated with respect to the
present population of the test cases, and on the other hand the score of each
test case is re-evaluated with respect to the present population of mutants. Co-
evolution of these two populations is expected to lead to individuals consisting
of mutants that are very difficult to be killed and individuals consisting of test
cases that are capable of killing high quality mutants.

3 Results and Discussions

This section presents simulated results for the GA that evolves sets of mutants. A
pool of N mutants was generated and evaluated. Figure 1 shows the performance
of the GA for N=10,000, constant population size POP of 100, individual’s
length L=10 (10 mutants in each set), crossover probability Pc=1.0, mutation
probability Pm=0.05, and elitism E=2. The GA ran for 1000 generations and
the results presented are averaged over 10 runs for each GA.

The solid line shows the evolution of the fitness of the fittest individual of
each generation, whereas the dotted line represents the evolution of the mean
fitness of each generation.

By increasing the value of elitism from 2 to 10, leaving the values of the rest
of the parameters the same, we obtain the results shown in Figure 2.

We observe that in this case the algorithm converges faster, and achieves a
higher value of best fitness. This result introduces the idea of how elitism, or
similar operators, can be used in the future as a kind of memory to improve the
performance of the algorithm.
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Fig. 4. Higher performance for the mean fitness of each generation when the mutation
probability has decreased from 0.05 to 0.01.

Figure 3 shows the performance of the GA when the length of each individual
has increased to 30 genes. The values of the rest of the parameters are the same
as for Figure 1. In this case the algorithm converges more slowly and does not
perform as well. It appears that the number of genes forming an individual is a
critical parameter for the performance of the GA.

Figure 4 illustrates the performance of the GA when the mutation probability
has decreased from 5% to 1%, while the values of the other parameters are the
same as in Figure 1. The algorithm achieves an increase in the effectiveness of
the average fitness of each generation.

4 Future Work

In future work, more simulated results from all the GAs will be presented. These
results will be compared with those obtained from a real mutation testing tool,
which is currently under development.

In addition more results will be presented concerning the performance of the
GAs and the influence of GA parameters (population size, crossover probability,
choice between one-point crossover and uniform crossover, mutation probability,
length, selection scheme, elitism) on that performance.

Moreover elitism will be expanded to offer a kind of memory of the best
individuals. The influence of this memory on GA performance will be further
analysed.

Additionally a comparative analysis with selective mutation and mutation
sampling will be presented.

Finally the technique used for elimination of equivalent mutants will be anal-
ysed in order to examine if this technique results in killing also stubborn mutants.
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5 Conclusion

In this paper we addressed two main problems of mutation testing. First, the
problem of equivalent mutant detection; we showed how to design a fitness func-
tion in such a way that possible equivalent mutants can be detected. Second,
the problem of the large number of mutants produced; we showed how to select
effective mutants and test cases of an original program. We approached these
problems as search problems using probabilistic, meta-heuristic algorithms such
as Genetic Algorithms and co-evolution.

Our main motivation was to overcome the twin difficulties of the infeasibly
large number of generatable new mutants and the problem of weeding out equiv-
alent mutants. The proposed method does not reject mutation operators like the
method of selective mutation, nor does it decrease the number of mutants by
selecting a random sample of the mutants. Instead the proposed method gener-
ates a pool of mutants that can be generated from an original program, after the
application of all the mutation operators. As a second step the method utilizes
a GA that evolves subsets of mutants and therefore genetically rejects irrelevant
and low performance mutants.

In this way we overcome one of the principal disadvantages of selective mu-
tation; false generalisation for the rejection of mutation operators.

In the same manner genetic evolution on sets of test cases is proposed as a
method for increasing their testing ability according to their adequacy score.

Finally these two methods are incorporated in an algorithm for the co-
evolution of both mutants and test cases in parallel. These two populations
compete with each other and therefore better results are expected.
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