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Abstract. We illustrate with two simple examples how Interactive Evolutionary
Computation (IEC) can be applied to Exploratory Data Analysis (EDA). IEC is
particularly valuable in an EDA context because the objective function is by
definition either unknown a priori or difficult to formalize. The first example
involves what is probably the simplest possible transformation of data: linear
projections. While the concept of linear projections is simple to grasp, in prac-
tice finding the appropriate two-dimensional projection that reveals important
features of high-dimensional data is no easy task. We show how IEC can be
used to quickly find the most informative linear projection(s). In another, more
complex example, IEC is used to evolve the “true” metric of attribute space. In-
deed, the assumed distance function in attribute space strongly conditions the
information content of a two-dimensional display of the data, regardless of the
dimension reduction approach. The goal here is to evolve the attribute space
distance function until “interesting” features of the data are revealed when a
clustering algorithm is applied.

Keywords: Interactive evolutionary computation, data mining, exploratory data
analysis.

1   Introduction

At a time when the amount of data that is potentially available for analysis and ex-
ploitation is increasing exponentially in all fields and industries, the ability to quickly
explore gigantic databases for valuable patterns is becoming a crucial competitive
advantage. The problem is: what should one look for? Exploratory Data Analysis
(EDA) [1,2] is the art of exploring data without any clear a priori ideas of what to
look for. Most techniques used in EDA are interactive and visual. There are a number
of display techniques that take care of the visualization aspect. As the dimensionality
of the data (that is, the number of attributes) increases, informative low-dimensional
projections of the data are necessary (most often in two dimensions). Families of
techniques such as multi-dimensional scaling (MDS) [3] are used to generate such
projections. While there exist powerful visualization techniques, the interactivity of
EDA is often ad hoc and best characterized as tinkering. That is because in EDA the
notion of “interestingness” of a particular display or pattern is, by definition, difficult
to formalize. Thus designing data mining patterns, filters, projection algorithms,

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.2
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Durchschnittliche Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: << /QFactor 0.5 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Durchschnittliche Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: << /QFactor 0.5 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Durchschnittliche Neuberechnung
     Downsample-Auflösung: 1800 dpi
     Downsampling für Bilder über: 2700 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Nein

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Ja
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages false
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue true
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Average
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Average
     /DetectBlends true
     /GrayImageDownsampleType /Average
     /PreserveEPSInfo true
     /GrayACSImageDict << /QFactor 0.5 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ColorACSImageDict << /QFactor 0.5 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 1800
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



1152         S. Malinchik and E. Bonabeau

clustering algorithms and other search models that will produce “interesting” results
when applied to a dataset is a difficult problem [2].

If one assumes that interesting patterns will be recognized when they are discov-
ered even though they could not be formulated ahead of time, a technique originally
developed to generate “interesting” images and pieces of art [4,5,6,7], Interactive
Evolutionary Computation (IEC), can be used. Although IEC has been applied to
some data mining problems in the past (see [8] for a review), it has never been de-
scribed as a canonical tool to perform EDA. This paper is an attempt to show how
pervasive the technique might become. IEC is a directed search evolutionary algo-
rithm which requires human input to evaluate the fitness of a pattern (here, the fitness
might be how interesting a detected pattern is) and uses common evolutionary opera-
tors such as mutation and crossover [9] to breed the individual-level rules that pro-
duced the fittest collective-level patterns. IEC combines computational search with
human evaluation [8,10].

2   The Problems

We illustrate the use of IEC in EDA with two simple examples using the same five-
dimensional real-valued dataset described in section 2.1. In the first example, IEC is
used to evolve two-dimensional linear projections of the dataset, a simple but sur-
prisingly powerful aid in exploring data; the linear projections are evaluated accord-
ing to how much insight they provide the user about the data. In the second example,
IEC is used to evolve the distance function in attribute space so as to produce the
most compelling clusters using a simple parametric clustering algorithm.

2.1   The Dataset

All experimental results described in this paper were obtained using the same syn-
thetic, five-dimensional real-valued dataset. The five dimensions are represented as
(X1, X2, X3, X4, X5). The dataset contains 24,000 points in 5 separate clusters. The
clusters are generated in the following way: each of the five coordinates (x1, x2, x3, x4,
x5) of each data point is generated independently from a Gaussian distribution whose
mean is equal to the corresponding coordinate of the center of the cluster that point
belongs to, and whose standard deviations, listed below, reflect the cluster’s elonga-
tion or compression along certain dimensions. Some of the planar projections of some
of the clusters are then rotated by a certain angle.

The five clusters are defined as follows:

• Cluster #1: 
3000 points, center located at: (650, 255, 540, 500, 300), standard deviations
for each coordinate: (50, 40, 20, 200, 60); (X3, X4) coordinates rotated by 20
degrees in the (X3, X4) plane around point (x3=0, x4=0).
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• Cluster #2: 
6000 points, center located at: (450, 200, 400, 500, 300), standard deviations
for each coordinate: (50, 70, 150, 40, 60); (X3, X4) coordinates rotated by 30
degrees in the (X3, X4) plane around point (x3=0, x4=0).

• Cluster #3: 
7000 points, center located at: (400, 400, 500, 200, 300), standard deviations
for each coordinate: (90, 50, 160, 40, 20); (X3, X5) coordinates rotated by 90
degrees in the (X3, X5) plane around point (x3=0, x5=0).

• Cluster #4: 
4000 points, center located at: (600, 550, 350, 300, 540), standard deviations
for each coordinate: (80, 70, 20, 40, 80).

• Cluster #5: 
4000 points, center located at: (350, 580, 600, 340, 600), standard deviations
for each coordinate: (60, 70, 40, 40, 60)

Although the dataset is simple, discovering its cluster properties (# of clusters, lo-
cations, shapes) without any a priori knowledge is a non-trivial task.

2.2   Evolving Linear Projections

The general problem here is to find a linear transformation from a N-dimensional
space (also called attribute space) onto a two-dimensional representation. For exam-
ple, with real-valued attributes in N dimensions, the transformation would be from RN

to R2. Each point x is characterized by N coordinates or attributes: x = (x1, x2 .. xN).  x is
projected onto a point with coordinates (x’, y’) in a two-dimensional space, via the
following transformation:
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The transformation’s parameters ( )Nααα ,,1 …=  and ( )Nβββ ,,1 …=  belong to

the unit sphere in RN. The problem here is very simple: what are the most informative
linear projections from the user’s perspective? The problem in defining a fitness
function for “most informative” is that we don’t know ahead of time what it means.
Although it is probably the simplest possible EDA problem one can think of, it is of
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practical importance when one wants to display very high-dimensional data using a
small number of two-dimensional projections. Such projections obviously destroy a
potentially significant amount of information but two-dimensional displays constitute
the most commonly used way of visualizing data. Finding a good set of two-
dimensional projections will help the user tremendously.

2.3   Evolving Distance Functions in Attribute Space

Clustering is a useful and commonly used technique in EDA. The goal of clustering is
to compress the amount of data by categorizing or grouping similar items together
[11]. There are many different clustering algorithms. However, the clusters resulting
from the application of one specific clustering algorithm to a data set are heavily
dependent on the distance function assumed in attribute space. That distance function
is rarely questioned and even more rarely an object of study. For example, when
dealing with real-valued data, it is often implicitly assumed without further examina-
tion that the relevant distance function is the Euclidian distance or Lp (L1 = city-block
distance; L2 = Euclidian distance; ∞L = max norm).  But that might not appropriately

reflect the potentially complex structure of attribute space. For example, the use of
the Euclidian distance in attribute space for the dataset described in Section 2.1 does
not lead to the extraction of the data’s clusters because of the elongation and com-
pression of the clusters along certain dimensions. The problem here is to discover a
distance function in attribute space that contains some of the fundamental properties
of that space. To do so we apply a simple parametric clustering algorithm (K-means,
well-suited to the globular clusters of our dataset) to the data using a variety of dis-
tance functions and we then examine the resulting clusters; the distance function is
evolved until the clusters look “right” or provide valuable information.

A commonly used clustering method is K-means clustering [11], which is a least-
squares partitioning method allowing users to divide a collection of objects directly
into K disjoint clusters. The energy function EK that is minimized in K-means is the
sum of the squared distances between each data item xm and the nearest cluster cen-
troid:

2
)(||∑ −=

m
mmK || xc xE (5)

where )( mxc is the centroid that is closest to xk. The algorithm starts by initializing a

set of K cluster centroids denoted by ci, i=1,…K. Data points are examined sequen-
tially in a random order and each point is assigned to the nearest centroid. The posi-
tions of the centroids are then adjusted iteratively by re-computing the centroids to
move them closer to the set of points that belong to the corresponding cluster. Several
passes through data are performed until every data point is consistently assigned to
one cluster, that is, until the assignment of points to clusters is stable.
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K-means is characterized by simplicity and computational efficiency but it is sen-
sitive to cluster shapes. In particular, it fails when clusters are too close to one an-
other.  When clusters are strongly anisotropic (for example, elongated or compressed
along certain dimensions) it is helpful to define the distance function in such a way
that it counterbalances cluster asymmetry, thereby revealing the structure of attribute
space. The family of weighted Euclidean distance functions in RN is explored using
IEC. A distance function in that family is given by:

( ) ∑
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where xp and xq are two points in RN, and w=( w1, w2,…, wN) is the weight vector that
characterizes that distance function, with  10 ≤≤ iw , i=1,…, N, and
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1
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N

i
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The object of the IEC-based search is to evolve w so as to extract valuable informa-
tion from the clusters.

3   Interactive Evolution

3.1   Overview of the Search Mechanism

The IEC search method works as follows. A small initial population of solutions is
generated, where a solution is a linear projection (Example 1) or a distance function
(Example 2).

• The resulting two-dimensional representations are computed, generated and
displayed to a human observer.

• The observer selects the displays that are the most interesting –the fittest in-
dividuals in the population according to whatever set of objective and sub-
jective criteria the observer may be using, or assigns a fitness value to each
display.

• A new population (new generation) of solutions is generated by applying
mutation and crossover operators to the solutions that correspond to the pre-
vious generation’s fittest displays.

• In addition to the offspring and mutated versions of those solutions, ran-
domly generated solutions are injected into the population to ensure diver-
sity.

• The new population’s two-dimensional representations are then calculated
and the results displayed to the observer, and so forth.

• This procedure is iterated until interesting displays emerge from the search,
pointing toward corresponding linear projections or distance functions.

The user interface is a critical component of the method. The observer evaluates so-
lutions based on visual inspection of their two-dimensional representations. The vis-
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ual interface is shown in Figure 1. Obviously this method can only work if the popu-
lation size is kept small and if interesting solutions emerge after a reasonably small
number of generations.

3.2   Genetic Algorithm

The evolutionary mechanism is the same in Example 1 and Example 2.
• A simple real-valued representation is used to encode the genotype. In Ex-

ample 1, the genotype is a juxtaposition of 2N real-valued genes:
( NN ββαα ,,,,, 11 …… ), with N=5.

In Example 2, the genotype is a juxtaposition of N real-valued genes
( Nww ,,1 … ) with N=5.

• Population size is equal to nine.
• Initial gene values are generated randomly from a uniform distribution over

the allowed range.
• The user assigns fitness values to the various displays. The default value for

all displays before user intervention is 0. In Example 2, the user can play
with different views (two-dimensional projections onto coordinate planes) of
the data before assigning a fitness value. After visual inspection of the da-
taset (using, for example, the linear projections evolved in Example 1), the
user sets the number of clusters (K) and the tool randomly generates the
starting positions of the cluster centroids in the original 5-dimensional space.
Each of the nine solutions displayed represents the results of the application
of the K-means clustering algorithm with a different distance function in at-
tribute space, characterized by the weight vector w.

• The results are displayed simultaneously to the user. The user can move back
and forth and reassign fitness values.

• The user can select one or more displays to be part of an elite pool. Unless
otherwise specified by the user, only one elite individual is selected by the
algorithm, which is the one with the highest fitness.

• Clicking the mouse on the corresponding image user indicates his choice and
the tool automatically sets the fitness function to the value of 5. Double
clicking means the selection of the elite individual, which fitness function
will be equal to 10. The user’s choice is indicated on the screen by a green or
yellow frame around ordinary selected individuals or elite ones, respectively.

• The mating pool is comprised of solutions with fitness larger than zero.
• The next generation is created in the following way: one elite solution re-

mains unchanged. Four solutions are created from the ranked mating pool.
Two offspring are created from two randomly selected parents in the mating
pool by applying a random single point crossover. The last four solutions are
created from single parents from the mating pool after application of a single
point mutation. The new value of the mutated point is drawn from a normal
distribution function whose mean is equal to the current gene value and
whose standard deviation equal to one third of the gene value range.
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4   Results

4.1   Example 1

The search is performed until the user finds a rich enough representation of the data
in the form of a linear two-dimensional projection. It typically takes from 5 to 15
generations to reveal the internal structure of the dataset described in Section 2.1.

Figure 1 demonstrates the evolution of the projections of the five-dimensional da-
taset. Initial projections are very poor, providing little insight into the data.

A typical selection strategy by the user consists of selecting projections based on
the visual improvement of some data substructure.

4.2   Example 2

The user performs the interactive search for distance functions in the same way as for
Example 1, looking for valuable and consistent information.

Although the user may not know ahead of time what “valuable” information is
contained in the data, there are obvious shapes he will be looking for in the search,
for example ensembles of points that seem to belong to the same cluster when viewed

Fig. 1 (a)
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Fig. 1 (b)

Fig. 1. Example 1: User interface with nine solutions displayed. (a) Initial population. (b)
Generation 15. Projection parameters: α1 =  0.02, α2 = -0.04, α3 =  0.6, α4 =  0.08, α5 = -0.05,
β1 = -0.11, β2 = -0.15, β3 = -0.35, β4 =  0.74, β5 =  0.26.

from different projections but are not assigned to the same cluster by the clustering
algorithm, thereby suggesting a flaw in the distance function. Difficult clusters for a
clustering algorithm such as K-means to map are for example elongated clusters. The
user will therefore tend to favor distance functions that can map those clusters.

In Figure 2 we present nine displays resulting from the application of K-means
clustering for randomly generated values of the weight vector w (Figure 2a), and nine
displays obtained after 15 generations with interactively evolved w (Figure 2b). In
both cases, the display uses the same specific projection of the dataset, obtained from
the IEC run described in Example 1. A criterion that emerged as the main basis for
the user’s selection of the best distance functions is the presence of homogeneously
colored clusters. If a cluster is not homogeneously colored or if it appears to be cut in
the middle, the user easily detects this spatial inconsistency and assigns a low fitness
value to such a solution. Although there is a range of values of w that yield a good
clustering, all of the best solutions typically share the same properties: w3, w4 and w5

have significantly lower values than w1 and w2, thereby indicating that the attribute
space has anisotropic properties. A good solution arrived at with IEC is: w1 = 0.33, w2

= 0.35, w3 = 0.12, w4 = 0.06 and w5 = 0.12.



Exploratory Data Analysis with Interactive Evolution         1159

Fig. 2. (a)

5   Discussion

We have illustrated with two simple toy examples how IEC can assist in EDA and
could in fact become a canonical EDA tool, helping to structure the user’s intuition
and insights in situations where the value of the results from a data mining algorithm
is not known ahead of time and/or is difficult to formalize. There are obviously limi-
tations to what can be achieved with IEC since it relies on small populations and a
small number of generations [8]. One can however increase the potential of an IEC
search by combining it with an automated pre-processing or filtering of the solutions
when some objective, formalized criteria and constraints are known, so that only pre-
processed solutions are presented to the user. Another useful extension would be to
give the user the ability to explicitly select sub-structures or sub-modules of the dis-
play that seem promising. The specific genetic algorithm used in this paper can also
be improved, for example by introducing a self-adaptable mutation step size.
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Fig. 2 (b)

Fig. 2. Example 2: User interface with nine solutions displayed. Black circles represent cluster
centers. Different colors represent different clusters. (a) Initial population. (b) Generation 15.
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