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Abstract. We propose a hybrid genetic algorithm for partitioning a
VLSI circuit graph into two disjoint graphs of minimum cut size. The al-
gorithm includes a local optimization heuristic which is a modification of
Fiduccia-Matheyses algorithm. Using well-known benchmarks (including
ACM/SIGDA benchmarks), the combination of genetic algorithm and
the local heuristic performed better than hMetis, a representative circuit
partitioning algorithm.

1 Introduction

Hypergraph partitioning is an important problem and has many applications
including design automation of VLSI chips and multi-chip systems. A hypergraph
H(V, E) consists of a set of nodes V and a set of nets E. Each net e ∈ E is a
subset of two or more nodes in V . The nodes associated with a net are called
pins. A bisection of H is dividing the set V into two disjoint subsets V1 and V2.
The cut size c(V1, V2) is defined as

c(V1, V2) = |{ e ∈ E | e ∩ V1 �= φ and e ∩ V2 �= φ }|.
In other words, the cut size is the number of nets whose end points are in
different subsets. The min-cut bisection problem minimizes the c(V1, V2) subject
to |V1| = |V2|. Since it is NP-hard problem [16], heuristic algorithms, which yield
approximate solutions in acceptable times, are generally used. These include
iterative improvement methods [12] [13] [14] [20] [23], meta-heuristic methods
such as simulated annealing (SA) [18] [22], large-step Markov chain (LSMC) [15]
[25], tabu search (TS) [3] [11] [27], and genetic algorithm (GA) [4] [7] [8] [17] [21]
[24] [28] [30]. An extensive survey of hypergraph partitioning appeared in [2].

The Kernighan-Lin algorithm (KL) [20] is a representative iterative improve-
ment algorithm for general graphs. KL starts with a random initial two sub-
sets and proceeds by iteratively swapping nodes. Subsequently, Schweikert and
Kernighan [29] modified the algorithm for hypergraphs. Fiduccia and Matthey-
ses algorithm (FM) [14] is a variation of KL, which reduces the time complexity
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Fig. 1. Gain vs. lock gain

of the algorithm to O(|P |) with effective data structures, where |P | is the num-
ber of pins in a hypergraph. Krishnamurthy [23] enhanced FM by introducing
the concept of level gains and obtained better results in small graphs. Dutt and
Deng proposed PROP [12] which uses a probabilistic gain computation, and
CLIP/CDIP [13] which uses a cluster-removal method.

Lock gain is a new measure which showed improvement over the traditional
gain for general graphs [21]. In this paper, we adapt the lock gain for hypergraphs
within the framework of FM [14]. We combine the lock-gain-based hypergraph
partitioning heuristic with a steady-state genetic algorithm.

The remainder of this paper is organized as follows. Section 2 summarizes
the FM algorithm and explains the lock gain. In Section 3, we describe the
local optimization heuristic for min-cut bisection problem. Details of the genetic
algorithm are provided in Section 4. We show the experimental results in Section
5 and summarize the study in Section 6.

2 Preliminaries

2.1 Fiduccia-Matheyses Algorithm

The FM algorithm [14] starts with two random initial subsets. It moves a node
at a time from one subset to the other in an attempt to minimize the cut size.
Each node v has a gain g(v) which represents the cut size reduction by moving
v to the opposite subset:

g(v) = |{e ∈ I(v)}| − |{e′ ∈ C(v)}|

where C(v) is the set of nets containing v in which all pins lie in the subset to
which v belongs; I(v) is the set of nets such that all the other pins except v
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Fig. 2. Positive lock gain

belong to the opposite subset. To differentiate the gain with the lock gain of the
next section, we sometimes use the term “general gain.”

The node to move is chosen on the basis of its gain and the balance criterion.
If we do not consider the balance criterion, all nodes would eventually migrate
to one subset except a lowest-degreed node. After a node is moved, it is locked
to prevent further movements. Only unlocked nodes are allowed to move. A
pass stops when all nodes are locked. Then we undo the sequence of movements
beyond the point that maximizes the total gain. All the nodes are now marked
unlocked again and another pass starts. This process is repeated until no more
improvement is obtained.

2.2 Lock Gain

The general gain of a node only reflects the local information of a node. Hence,
it is hard to predict the future state of the node from the gain. FM improves
an initial solution through short-sighted moves based on the gain. Kim and
Moon [21] introduced lock gain as a primary measure for choosing the nodes to
move. It uses the history of search more efficiently. Lock gain showed excellent
performance for general graphs.

In general graphs, the lock gain l(v) of a node v is defined to be the gain of
the node v only with respect to the locked nodes. Let node v be in the subset
V1 without loss of generality. Formally,

l(v) = |{w | (v, w) ∈ E, and node w ∈ L(V2)}|
− |{w′ | (v, w′) ∈ E, and node w′ ∈ L(V1)}| (1)

where L(Vi) is the set of locked nodes in the subset Vi.
An example is given in Figure 1(a). In the figure, the gain of the node u

is −1. But when only locked nodes are considered, the lock gain of the node u
becomes 1.

3 Lock Gain in Hypergraphs

3.1 Lock Gain in Hypergraphs

To apply the lock gain to the hypergraph bisection, considerable modification is
necessary for the lock gain calculation method. In general graphs, nets cannot
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Fig. 3. Negative lock gain

have degrees greater than two. But in hypergraphs, most nets have degrees
greater than two. A net may contain both locked nodes and unlocked nodes.
The above term (1) does not work for this case. For example, in Figure 1(b),
the gain of the node v is 1; but the lock gain of the node cannot be calculated
in the same method as in Figure 1(a).

We propose a new lock gain calculation method for the hypergraph bisection.
Let’s define le(v) to be the lock gain of a node v due to the net e ∈ E. le(v) is
obtained as the following.

We assume that the node v is on the left side without loss of generality. L,
R, and L′, R′ are defined to be the numbers of nodes on the left side and on
the right side and the numbers of locked nodes on the left side and on the right
side, respectively.

i) Positive Lock Gain
– Case 1 (e.g., Figure 2(a)) :

L > 0, L′ = 0, R = R′ > 0.

If all nodes on the right side are locked and there is no locked node on
the left side, then le(v) = 1.

– Case 2 (e.g., Figure 2(b)) :

L = 1, L′ = 0, R ≥ R′ > 0.

If there exist locked nodes on the right side and there is one free node
on the left side, then le(v) = 1.

ii) Negative Lock Gain
– Case 3 (e.g., Figure 3(a)) :

L > L′ > 0, R = R′ = 0.

If all nodes are on the left side and at least one node is locked, then
le(v) = −1.

– Case 4 (e.g., Figure 3(b)) :

L − L′ = 1, R > 0, R′ = 0.

If all nodes on the left side except v are locked and there is no locked
node on the right side, then le(v) = −1.
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LFM (G, V1, V2)
// Vi: a given initial subset, V1 ∪ V2 = V and V1 ∩ V2 = φ

1. do {
2. compute g(v) for each v ∈ V ;
3. set l(v) to 0 for each v ∈ V ;
4. Q = φ;
5. for i = 1 to n {
6. if (V1 > V2)
7. choose vi ∈ V1 − Q such that l(v) is maximal over all choices of v ∈ V1;
8. else
9. choose vi ∈ V2 − Q such that l(v) is maximal over all choices of v ∈ V2;
10. Q = Q ∪ {vi};
11. for each v ∈ V − Q adjacent to vi

12. adjust l(v) and g(v) if affected by moving vi;
13. }
14. choose k ∈ {1, . . . , n} to maximize

∑k

i=1
g(vi);

15. move nodes in the subsets {v1, . . . , vk} to their opposite sides;
16. } until (there is no improvement)

Fig. 4. LFM algorithm

iii) Zero Lock Gain
In all the other cases, le(v) = 0.

Then, the lock gain l(v) of the node v is defined to be

l(v) =
∑

e∈N(v)

le(v)

where N(v) is a set of nets to which the node v is connected. If all nodes are
locked, l(v) is equal to g(v).

Our lock-gain based FM algorithm is given in Figure 4. In the algorithm, lines
2 through 4 compute the gains, set lock gains to 0 for all nodes, and initialize
Q (the set of locked nodes). Lines 6 through 12 choose a node, move and lock
it, and adjust general gains and lock gains which are affected by the movement.
In lines 14 and 15, we undo the sequence of movements beyond the point that
maximizes the total gain (i.e., minimizes the cut size). We call this algorithm
LFM.

3.2 Implementation

We use the bucket data structure to maintain lock gain lists. This data structure
allows constant-time selection of the most attractive node and fast gain update
after each move [14]. Since the lock gain is an integer in the range [−Dmax, Dmax]
where Dmax is the maximum node degree in the graph, the bucket structure
maintains the lock gain efficiently. When a tie occurs in max lock gain, general
gains are used for the tie-breaking. For the efficient implementation of this tie-
breaking strategy, we enlarge the number of buckets.

Kim and Moon [21] used (2Dmax+1)2 buckets for tie-breaking. In this paper,
we use (2�Dmax

2 �+1)2 buckets for speed up. In an examination, we observed that
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Table 1. The Comparison of Two Buckets (Using LFM)

(2�Dmax
2 �+ 1)2 (2Dmax + 1)2Circuits

Ave1 CPU2 Ave1 CPU2

Test03 80.40 0.046 81.36 0.072
Test04 77.03 0.060 78.23 0.108
Test05 107.20 0.117 106.95 0.169
Prim1 66.17 0.009 66.17 0.009

1. The average cut size of 1,000 runs
2. CPU seconds on Pentium III 1 GHz

the number of nodes with a degree greater than �Dmax

2 � is less than 20% of the
entire nodes. We set the range of the gain values to [−�Dmax

2 �, �Dmax

2 �]. If a gain
value is out of the range, we set it to one of the two bounds.

A node v with lock gain l(v) and gain g(v) is stored at the bucket indexed
by the value R(l(v))(2�Dmax

2 � + 1) + R(g(v)) where

R(k) =






−�Dmax

2 �, if k < −�Dmax

2 �
k, if −�Dmax

2 � ≤ k ≤ �Dmax

2 �
�Dmax

2 �, if k > �Dmax

2 � .

Table 1 compares the two strategies with (2�Dmax

2 � + 1)2 and (2Dmax + 1)2

buckets. One can observe that the former is faster than the latter without notable
impact on performance.

4 Genetic Algorithm

We devised a hybrid steady-state genetic algorithm for the problem. A hybrid
steady-state genetic algorithm is often called a memetic algorithm [26]. Figure
5 shows the template of the GA.

– Encoding:
A chromosome is defined to be an n-tuple 〈c1, c2, . . . , cn〉 where ci ∈ {0, 1}
for i = 1, 2, . . . , n. If the ith node belongs to the left side, the value of the
ith gene is 0; otherwise, it is 1.

– Initialization:
p chromosomes are created at random. Each chromosome undergoes a
balancing process. We set the population size p to be 50.

– Selection:
The roulette-wheel proportional selection scheme is used. The probability
that the best chromosome is chosen was set four times higher than the
probability that the worst chromosome is chosen.
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create initial population of fixed size;
do {

choose parent1 and parent2 from population;
offspring ← crossover (parent1, parent2 );
local-improvement(offspring); // LFM algorithm
replace (population, offspring);

} until (stopping condition);
return the best member of the population;

Fig. 5. A hybrid genetic algorithm for hypergraph partitioning

– Crossover and Mutation:
We used five-point crossover. After crossover, chromosomes are usually
not balanced. We start at a random point on the chromosome and adjust
the gene values to the right until the balance is satisfied. This has some
mutation effect, so we do not add any explicit mutation.

– Replacement:
We combine preselection [6] and Genitor-style replacement [31]. If it is
superior to the closer parent in Hamming distance, the offspring replaces
the closer parent, if not, the inferior parent is replaced if the offspring is
better. If not again, the worst in the population is replaced.

– Stopping condition:
If 70 percent of the population converges with the same cut size as the best
solution, we stop the GA.

5 Experimental Results

5.1 Test Set and Test Environment

Before showing the experimental results, we introduce the benchmarks used
in this experiment. We tested the proposed algorithm on 9 benchmark circuit
graphs, including seven ACM/SIGDA benchmarks [1]. Table 2 shows the num-
bers of nodes, nets, and pins for each circuit graph. All cut size results are from
the strict 50:50% balance criterion. Although some flexibility is allowed in the
balancing in real-world circuit partitioning, this bisection model has a strong
indication to the performance in other partitioning models.

We first examine the performance of the suggested local optimization heuris-
tic (LFM) against the original FM and a well-known partitioner hMetis [19].
Metis (hMetis) is a recent representative partitioning algorithm which has been
a standard for comparison in a number of papers [5] [9] [10]. Then we show the
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Table 2. Specification of Circuit Graphs

Circuits #nodes #nets #pins
Test02 1663 1721 6134
Test03 1607 1618 5807
Test04 1515 1658 5975
Test05 2595 2751 10076
Test06 1752 1674 6638
Prim1 833 902 2908
Prim2 3014 3029 11219
19ks 2844 3282 10547

Industry2 12142 12949 47193

experimental results of the hybrid GA. Since the hybrid GA uses the local opti-
mization heuristic as an engine, it is obvious that the hybrid GA would perform
better than the local optimization heuristic. We thus examine the effectiveness
of the genetic search by comparison with the multi-start local optimization with
comparable time budgets.

C language was used on a Pentium III 1 GHz PC with Linux operating
system. It was compiled with GNU’s gcc compiler.

5.2 Experimental Results

We first examine the performance of the local optimization heuristic (LFM) in
Table 3. FM, hMetis, and LFM are compared. The statistics of the three algo-
rithms are from 1,000 independent runs. So the average results are fairly stable.
The bold-faced numbers indicate the best result among the three algorithms.
LFM significantly improved the performance of the original FM at the cost of a
bit more CPU time. However, LFM was not comparable to hMetis as its own.

Table 4 shows the performance of the suggested GA. The genetic algorithm
(GA) significantly improved the performance of LFM. Because the GA took
roughly 200 times more than a single run of LFM, it is not clear how critical
the genetic search is to the performance improvement. Thus, we compared the
GA with the multi-start version (LFM200) that runs LFM on 200 random initial
solutions and returns the best out of them. For the same reason, hMetis200, that
is a multi-start version of hMetis with 200 runs, was compared. On the aver-
age, the proposed GA performed best in six graphs among nine. The difference
between LFM200 and GA is evidently owing to the genetic process.

As mentioned, hMetis outperformed LFM. It constructs a multi-level hierar-
chy and performs complex declustering and reclustering process called V-cycle.
We want to emphasize that LFM, which simply changed the measure for finding
nodes to move, obtained high quality performances and the genetic algorithm
boosted up the LFM’s quality so that it performed better than hMetis.
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Table 3. Bipartition Cut Sizes of FM, hMetis, and LFM

FM LFM hMetisCircuits
Ave1 CPU2 Best3 Ave1 CPU2 Best3 Ave1 CPU2 Best3

Test02 172.88 0.016 114 109.03 0.059 91 101.87 0.061 88
Test03 118.72 0.078 64 80.40 0.046 58 63.94 0.059 59
Test04 140.22 0.014 70 77.63 0.060 51 58.81 0.050 54
Test05 181.47 0.039 98 107.20 0.117 75 80.24 0.096 71
Test06 92.09 0.017 67 75.57 0.026 63 68.50 0.061 64
Prim1 80.17 0.007 54 66.17 0.009 54 56.79 0.032 53
Prim2 296.96 0.068 176 230.46 0.115 147 197.00 0.172 148
19ks 190.88 0.059 136 154.30 0.089 112 127.52 0.130 111

Industry2 839.25 0.475 342 311.84 0.757 199 228.21 1.159 180

1. The average cut size of 1,000 runs
2. CPU seconds on Pentium III 1 GHz
3. The best cut size of 1,000 runs

Table 4. Bipartition Cut Sizes of LFM200, hMetis200, and GA

LFM200 GA hMetis200Circuits
Ave1 CPU2 Best3 Ave4 CPU2 Best5 Ave6 CPU2 Best7

Test02 92.08 11.58 89 88.16 17.20 88 89.81 12.12 88
Test03 58.93 9.07 58 58.00 5.59 58 59.90 11.74 58
Test04 52.41 11.98 51 51.15 8.90 51 54.77 10.02 54
Test05 77.37 20.83 72 72.05 27.85 71 71.33 19.22 71
Test06 63.53 5.10 63 63.12 4.89 63 64.05 12.30 64
Prim1 53.82 1.86 53 53.87 1.14 53 53.00 6.33 53
Prim2 152.76 24.78 146 149.02 19.45 146 177.76 34.39 146
19ks 116.50 19.72 112 110.22 21.44 110 110.81 25.89 110

Industry2 210.48 130.50 195 186.97 211.25 183 181.15 233.35 180

1. The average cut size of 100 runs, each of which is the best of 200 runs of LFM
2. CPU seconds on Pentium III 1 GHz
3. The best cut size of 20,000 runs
4. The average cut size of 100 runs
5. The best cut size of 100 runs
6. The average cut size of 100 runs, each of which is the best of 200 runs of hMetis
7. The best cut size of 20,000 runs

6 Conclusions

We proposed a hybrid genetic algorithm for the hypergraph min-cut bisection
problem. In order to design a good hybrid GA, we devised a new local optimiza-
tion heuristic. The suggested local heuristic is a variation of FM algorithm that
uses lock gain for the choice of moving nodes.

The hybrid genetic algorithm with the new local search heuristic synergeti-
cally achieved good performance. The experimental results showed the effective-
ness of the suggested genetic algorithm.

There are stochastic methods such as tabu search [27] [11] [3] and large-
step Markov chain [25] [15] that are known to have effective search capabilities.
Combination of our suggested local heuristic and other stochastic methods is
considered to be a promising topic for further studies.
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