
K. Deb et al. (Eds.): GECCO 2004, LNCS 3103, pp. 1042–1053, 2004.
© Springer-Verlag Berlin Heidelberg 2004

Hybrid Genetic Algorithms for Multi-objective
Optimisation of Water Distribution Networks

Edward Keedwell and Soon-Thiam Khu

Centre for Water Systems,  School of Engineering and Computer Science and Mathematics,
University of Exeter, North Park Road, Exeter, UK

{E.C.Keedwell, S.T.Khu}@exeter.ac.uk

Abstract. Genetic algorithms have been a standard technique for engineers op-
timising water distribution networks for some time.  However in recent years
there has been an increasing interest in multi-objective genetic algorithms that
allow engineers a set of choices when implementing a solution. A choice of
solutions is vital to help engineers understand the problem and in real world
scenarios where budgets and requirements are flexible. This paper discusses the
use of a local search procedure to speed up the convergence of a multi-
objective algorithm and reports results on a real water distribution optimisation
problems.  This increase in efficiency is especially important in the water net-
work optimisation field as the simulation of networks can be prohibitively ex-
pensive in computational terms.

1 Introduction

1.1   Water Distribution Network (WDN) Modelling

Water distribution network modelling is used for a variety of purposes such as: stra-
tegic and master planning; system design; energy management and daily operations;
fire protection studies and emergency responses; water quality investigations; and
many others. The computer modelling of water distribution networks continues apace
in the water industry as computers become increasingly powerful, more complex
systems are available to be modelled. Open source software such as EPANET (Ross-
man, 1993), which is the water distribution modelling software used in this paper,
allows easy simulation of these complex systems.  In recent years, computational
methods such as non-linear programming, dynamic programming and search tech-
niques have been used to optimise the design, operation and rehabilitation of these
networks
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1.2   Network Optimisation

The optimisation of WDN models can primarily be used for three purposes: the de-
sign of networks for new supply areas (design problems); modifying existing designs
to meet new demands or other factors (rehabilitation problems) and modifying net-
work parameters to ensure that they are accurate with respect to the real world (cali-
bration problems).   This paper is concerned with the problems of rehabilitation and
design although the methods described herein can theoretically be used for any of
these problems.   A standard rehabilitation problem is concerned with taking an ex-
isting network and modifying its parameters or components to satisfy new constraints
in the performance of the network.  Therefore any process designed to optimise a
rehabilitation problem must consider both the performance of the network (to be
maximised) and the cost of the proposed solution (to be minimised).  A design prob-
lem is similar except that instead of deciding on pipe sizes to meet some new criteria,
the pipe sizes of the entire network must be decided from scratch.  The results in later
sections show that the proposed hybrid method is applicable to both rehabilitation and
design problems.

1.3   Optimisation Algorithms

As described in 1.2, a rehabilitation problem is concerned with taking an existing
network and modifying its components, however, in the actual WDN there exist a
large number of components which act in combination. This combinatorial effect
means that even a network with a modest number of components will contain a huge
number of potential solutions and therefore that it is not possible to evaluate every
possible solution within the timeframe of the project.  Therefore there exist a number
of algorithms which are designed to find near optimal solutions from the overall set in
real-time.  Notably genetic algorithms (GAs) have found considerable success in this
domain (Savic and Walters, 1997) and are the subject of much of the rest of this pa-
per.

Many engineering problems involve conflicting objectives, and the optimisation
of WDNs is no exception.  For instance in a rehabilitation problem, the optimal
monetary solution is to leave the system as it is with no modifications, equally
though, investing a huge amount of money in the system will give superior network
performance. Clearly there is a trade-off here between investment and network per-
formance. It is this trade-off, which, by using the same evolutionary processes as a
standard GA, can be optimised. The goal of a multi-objective genetic algorithm
(MOGA) therefore is to yield a set of solutions which represent the optimal trade-off
between two or more conflicting aspects of a system.  In this paper we describe the
use of MOGAs on a standard rehabilitation problem.
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1.4   Hybrid Algorithms

The above scenario shows that GAs, and in particular, MOGAs can be used to present
realistic solutions to the problems of optimising WDN performance.  However, these
population-based techniques suffer from difficulties when applied on today’s com-
plex models.  The problem exists because WDN modelling, especially for large net-
works and extended period simulation can incur large computation time.  Typically,
GAs and MOGAs use a population size of 50-200 and 100-10,000 generations. This
can therefore lead to anywhere between 5,000 and 2 million model evaluations for an
optimisation run. This is evidently not feasible even if each model simulation requires
1 minute to run on a standard machine – 1 x 2,000,000 = 2 million minutes = 3.8
years. Even for the shortest runs (5,000 evaluations), if the objective function takes 1
minute to evaluate, then running times of 3 ½ days can be expected. Thus, it is im-
perative that for simulation of large WDNs that the number of evalutions for any
optimisation algorithm to be reduced to a manageable number.

The main work in this paper therefore is to investigate the possibility that a
MOGA-Local Search hybrid algorithm can exploit the behaviour of the GA whilst
reducing the overall number of evaluations required to obtain near-optimal solutions.
In particular we explore a combined method of neighbourhood search and NSGA-II,
the current best performer in WDN MOGA optimisation.

2   Method

2.1   Trade Off Surfaces for Multiple Objectives

In this paper, the version of MOGA used is the Non-Dominated Sorting Algorithm-II
(NSGA-II) (Deb et al, 2001), which is currently considered to be one of the best algo-
rithm for water distribution system optimisation (Farmani et al, 2003).  The hybrid
approach uses NSGA-II unchanged except for the fact that the local search element is
run periodically within the NSGA-II execution and the results from the local search
are returned to the population and the optimisation continues.  Both the local search
and all MOGAs (including NSGA-II) rely on the concept of domination.  With single
objective GAs, solutions can be compared with respect to their fitness and a selection
made.  However, MOGAs need to find a trade-off of solutions which is, ideally, both
optimal and well-spread over the objective space.   Figure 1 shows such a comparison
between trade-off surfaces.

Domination

One solution is said to dominate another if it is better (what constitutes better is de-
termined by the problem, maximisation or minimisation) or equal in every objective.
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Non-Domination
One solution can be said to be non-dominated if there is no other solution in the solu-
tion set which dominates it.

Figure 1 shows the concepts of domination and non-domination. Each of the solu-
tion sets marked by a “circle” are said to be non-dominated as they have at least one
better objective value. Head deficit is a measure of the ability of the system to meet
the original pressure requirements of the WDN.  The cross in Figure 1 however is
dominated by “C” by virtue of the fact that it has higher cost and head deficit.

Fig. 1. Dominated and non-dominated solutions.

2.2   Multi-objective Area Measurement

The problem of comparing one or more pareto-curves in an experiment is non-trivial
and a variety of methods have been put forward to evaluate these curves.  One of the
most obvious methods is to depict the curves on a chart and visually inspect which
curve is closer to the optimum.   However, whilst this can be effective, it is neither
very scientific nor suitable for determining optimality during the course of an optimi-
sation.   The most suitable measure for this in our opinion is the hyper-volume or S-
metric (Zitzler, 2000).  Essentially this computes the area of the objective space that
the pareto-curve covers, therefore meaning that the greater area covered, the more
points that are dominated by the current curve.  The method of computing the metric
is shown in Figure 2 where each of the points has its area computed against the worst
solution, W.  The shaded area represents the area that is covered by the metric and as
can be seen when minimizing both objectives for this method, the closer the solution
set is to the optimum, the larger the area will be.

To succeed, the worst possible solution (W) has to be determined as a reference point
to compute the bounds of the search space.  In the experiments below we determine
the worst hydraulic solution to be where every pipe diameter is minimal and the worst
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Fig. 2.  Computation of the hyper-volume metric.

cost solution to be where every pipe diameter is maximal.  Also, in the following
experiments, we have normalised the calculations such that the maximum theoretical
area is 1.0.  For a precise definition of the S-metric, readers are referred to Zitzler
(2000).

2.3   Hybrid Algorithm

The hybrid algorithm is used to drive the MOGA solutions towards the optimum
during the optimisation to reduce the need for extended runs which require more
model simulations.  It uses a simplistic local search for a set number of iterations to
find new, dominant solutions which are then entered back into the population of the
MOGA. The standard local search is a neighbourhood search, it alters the diameters
of two pipes at a time (one increment and one decrement) until it finds a solution
which dominates the current solution.  This is then selected and the process is re-
peated until some predetermined number of iterations has been completed.

This domination search ensures that only solutions which dominate the current best
set are included in the search and therefore the insertion into the MOGA population.
Once the solutions have been discovered, they are added back into the population,
replacing the lowest ranked (and therefore most-optimal) solutions in the MOGA.
Therefore the algorithm drives the MOGA to a more optimal solution set, but poten-
tially at the price of some diversity in the population.

In following experimentation, we considered three separate local search compo-
nents for the hybrid algorithm.  The previous paragraph describes the operation of the
simplest local search component that is used in the standard hybrid.  However, be-
cause the problem is well-known a greater amount of knowledge can be built into the
local search execution.  This information takes the form of knowing which parts of
the current solution are not meeting the requirements of the optimisation in one of the

W

Minimise

Minimise
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objectives. In this example, we know that some nodes will have a pressure deficit and
some a pressure surplus, therefore the advanced heuristics utilise this knowledge.

Each of the local search techniques must increment and decrement a pipe diameter
simultaneously at each iteration.  This is because to achieve a solution that dominates
the current starting point, the solution must attain both lower cost and improved hy-
draulic performance. Simply incrementing a pipe diameter could yield better hydrau-
lic performance, but cost will be increased, and by decrementing one, the reverse is
true.  The following hybrids use this combined increment/decrement behaviour:

1. The standard hybrid uses a simple neighbourhood search, taking the current
solution and incrementing or decrementing the decision variables blindly.   In this
search, a neighbourhood of solutions is considered which are one increment and
decrement away from the current solution.  This hybrid moves along the chromo-
some incrementing and decrementing until such time as it finds a solution that
dominates the current one whereupon it moves to this solution and restarts.
2.  The list heuristic builds a list of those nodes that do not have their pressure re-
quirements met (deficits) and those which have too much pressure (surpluses).
These two lists are sorted to discover the largest deficits and surpluses and the al-
gorithm proceeds down the list, incrementing the immediately upstream pipes of
the deficit list and decrementing the immediately upstream pipes of the surplus list.
If there are only deficits or surpluses in the network, then the algorithm uses oppo-
site ends of the same list (i.e. it will attempt to increment the greatest deficit and
decrement the smallest).
3. The upstream heuristic finds the nodes in the network with the greatest deficit
and surplus.  The search algorithm then proceeds upstream of each of these nodes,
and repeats.  Therefore after discovering the node with greatest deficit, the algo-
rithm increments the upstream pipe adjacent to that node, and then the pipe further
upstream, and then further upstream and so on, until a dominating solution is dis-
covered.

The hybrids discussed here all attempt to discover a solution which dominates the
starting solution.  However, each of the techniques must be computationally efficient
to improve GA performance so that they require less time than the standard GA.  To
attempt to achieve this, the heuristics include knowledge of the network nature of the
problem to pinpoint first those areas where the largest improvements can be made.
By modifying pipe diameters close to those nodes which are maximally different
from optimal, it is hoped that both heuristics will find solutions more quickly.  The
upstream heuristic extends this concept by attempting to ensure that those least opti-
mal nodes are satisfied no matter how far upstream the problem pipe is.
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3   Experimentation

3.1   New York City Tunnels Problem

The work carried out in the following sections is based on the New York City tunnel
(NYT) rehabilitation problem (Schaake and Lai, 1969).  This is a well known prob-
lem which has been studied extensively in the literature (Bhave and Sonak, 1985;
Murphy et al., 1993; Savic and Walters, 1997; Farmani, 2003 etc.) and involves re-
placing old trunk pipes with new pipes of larger diameters or putting in new trunk
pipes alongside old ones within the network to meet new demands for the City of
New York. Figure 3 shows the existing network configuration.

Fig. 3. Pictorial representation of the New York City Tunnels problem

There are a maximum of 21 new pipes to be laid, with the option of doing nothing.
The new pipes vary in diameters, ranging between 60 – 204 inches. There is one
reservoir which supplies the water to the network which contains 20 nodes which
have various demands. A full enumeration of all possibilities would require 2116 (1.43
*1021) Epanet runs.

From an optimisation perspective, the objective of the NYT problem is to modify
the rehabilitated pipe diameters to meet the demands at the nodes.  The current opti-
mal solution for this is 38.64 million dollars and no pressure deficit although this can
vary slightly depending on the modelling software and parameters used.
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3.2   Parameters

During experimentation with the algorithm we have discovered a number of parame-
ters that gives the algorithm flexibility to discover the near- optimal sets.  They in-
clude the following:
• Local search frequency – determines the number of times the local search is used

throughout the optimisation.
• Local search iterations – determines the computational effort given to the local

search when it is used
• Replacement strategy – determines which individuals in the GA population to

replace, the best? Or the worst?
• MOGA Parameters – Those that can effect hybrid optimisation, such as popula-

tion size.

Generally speaking we have found that low frequency, low iteration searches have
produced the best results in conjunction with an optimal-replacement strategy which
replaces the best-ranked solutions in the current GA population.

3.3   Experimental Procedure

Several experiments have been run on the New York Tunnels optimisation problem
to determine the efficacy of the hybrid techniques described above.

Experiment 1 shows graphically the S-metric performance of each of the algorithms
on a single optimisation run.

Experiment 2 evaluates the performance of each of the hybrids over 22 different
random seeds and discovers how many model evaluations each algorithm requires to
achieve a specific S-metric value.

These experiments are designed to compare the use of a hybrid optimisation proce-
dure with NSGA-II, which is one of the best current multi-objective genetic algo-
rithms.

4   Results

4.1   Experiment 1

In this experiment, each of the algorithms was run with the same random seed, and
the S-Metric values at various points in the optimisation recorded. Each algorithm
was run with a population size of 100, mutation and crossover rates of 0.9. The local
search intervened once (at 50 generations) for 4 iterations.  The resulting graph (Fig-
ure 4) gives an impression of the speed of convergence for all of the algorithms.
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Algorithm Comparison on the New York Tunnels 
Problem
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Fig. 4.  Graph depicting the area under the Pareto curve against the computational cost, meas-
ured in model evaluations, for all algorithms

From Figure 4, it can be seen that the standard hybrid method outperforms all the
other methods by some considerable margin in this case.  It is also interesting to note
that each of the hybrid methods outperforms the standard multi-objective GA on this
problem but that the list and upstream heuristics are very close in performance.
However, as this is only for one case the next experiment uses multiple trials to de-
termine the performance of each algorithm.

4.2   Experiment 2

In this second experiment, NSGA-II and each of the hybrid algorithms was run with
the same set of 22 different random seeds (12345 & 0-20).  The number of model
evaluations required to reach a fixed S-metric value of 0.95 is recorded.   Table 1
shows the average, minimum, maximum and standard deviation of the number of
model evaluations required to achieve this limit on the New York Tunnels problem.
Each algorithm was run with 22 different random seeds and the local search run for 4
iterations.  The table also shows these statistics for NSGA-II alone to achieve this
area coverage.
Each of the hybrid techniques achieves some computational saving in comparison
with the standard NSGA-II runs.  The averages reveal a maximum of 7% model
evaluation saving over the 22 runs when using the standard hybrid.  The lowest per-
formance of each algorithm is very similar and this suggests that the random seed is
very important in the optimal execution of NSGA-II on this problem.
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Table 1. Algorithm model evaluation comparison to 0.95 S-metric value

Algorithm Mean Min Max Std Dev
Standard Hybrid 6982 5845 8255 604.77
List Heuristic 7326.82 5900 8501 743.74
Upstream Heuristic 7326.82 5900 8501 743.74

NSGA-II 7495.46 5900 10000 911.03

Two further runs of this experiment with higher attainment targets of area coverage
shows the extra computation required to achieve a marginally more optimal solution.
Table 2 shows the extra model evaluations required to progress from 0.95 to 0.955
and 0.96 for each of the algorithms.

Table 2. Additional model evaluations required to achieve higher S-Metric values

Algorithm 0.955 0.96
Standard Hybrid 836.36 1981.82
List Heuristic 1204.55 2622.73
Upstream Heuristic 1204.55 2622.73

NSGA-II 1054.54 2609.10

This experiment shows again that by augmenting local search, better results can be
achieved over the standard NSGA-II.  In the best case (the standard hybrid), an S-
metric value of 0.96 was achieved with an average of over 11% less model evalua-
tions than the standard GA for the 22 random seeds.  This indicates that the benefits
of the local search procedure are still being felt later on in the optimisation.

5   Conclusion

Evolutionary multi-objective optimisation is currently one of the most useful tools
available for the optimisation of water distribution systems because it allows the deci-
sion maker a choice of options. However, as with other generational evolutionary
algorithms, the number of model evaluations incurred by such a system is so great
that often they are difficult to apply to real-world systems. The hybrid approaches
detailed in this paper show that local search can be used as an effective method of
speeding up the search for a Pareto front over the current state-of-the-art multi-
objective optimiser, NSGA-II.  Both experiments show that the standard hybrid per-
formed better than the heuristic approaches however the relatively poor performance
of the heuristics in this application can potentially be explained by a single factor.
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In this WDN, the largest head deficits tend to occur at the farthest end of the network
from the reservoir, and therefore making a change locally to these nodes relies heav-
ily on the construction of the rest of the network. Put simply, if the pressures up-
stream of the node are too low, increasing the local pipe diameters is going to have a
minimal effect on the head at that node whilst significantly increasing costs.  Each of
the heuristics is designed to target these high deficit nodes first and therefore wastes a
number of model evaluations searching these options that are only of minor hydraulic
benefit whilst incurring high cost, and therefore are non-dominant.

This paper therefore shows that each of the hybrid optimisation procedures described
here can improve on the performance of the standard NSGA-II. This algorithm is
currently one of the best for multi-objective optimisation and therefore this represents
a significant result.  However, these results also highlight the need for careful selec-
tion of heuristics in local search as intuitive heuristics to the problem did not perform
as well as expected.

In summary, the domain of water distribution network optimisation is notoriously
computationally expensive and the computational savings made by a hybrid tech-
nique such as this could mean that a wider variety of complex real-world systems can
be optimised using multi-objective evolutionary techniques.
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