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Abstract. Negative selection algorithm is one of the most widely used techniques
in the field of artificial immune systems. It is primarily used to detect changes in
data/behavior patterns by generating detectors in the complementary space (from
given normal samples). The negative selection algorithm generally uses binary
matching rules to generate detectors. The purpose of the paper is to show that the
low-level representation of binary matching rules is unable to capture the structure
of some problem spaces. The paper compares some of the binary matching rules
reported in the literature and study how they behave in a simple two-dimensional
real-valued space. In particular, we study the detection accuracy and the areas
covered by sets of detectors generated using the negative selection algorithm.

1 Introduction

Artificial immune systems (AIS) is a relatively new field that tries to exploit the mech-
anisms present in the biological immune system (BIS) in order to solve computational
problems. There exist many AIS works [5,8], but they can roughly be classified into two
major categories: techniques inspired by the self/non-self recognition mechanism [12]
and those inspired by the immune network theory [9,22].

The negative selection (NS) algorithm was proposed by Forrest and her group [12].
This algorithm is inspired by the mechanism of T-cell maturation and self tolerance in the
immune system. Different variations of the algorithm have been used to solve problems
of anomaly detection [4,16], fault detection [6], to detect novelties in time series [7],
and even for function optimization [3].

A process that is of primary importance for the BIS is the antibody-antigen matching
process, since it is the basis for the recognition and selective elimination mechanism that
allows to identify foreign elements. Most of the AIS models implement this recognition
process, but in different ways. Basically, antigens and antibodies are represented as
strings of data that correspond to the sequence of aminoacids that constituting proteins
in the BIS. The matching of two strings is determined by a function that produces a
binary output (match or not-match).

The binary representation is general enough to subsume other representations; after
all, any data element, whatever its type is, is represented as a sequence of bits in the
memory of a computer (though, how they are treated may differ). In theory, any matching
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rule defined on a high-level representation can be expressed as a binary matching rule.
However, in this work, we restrict the use of the term binary matching rule to designate
those rules that take into account the matching of individual bits representing the antibody
and the antigen.

Most works on the NS algorithm have been restricted to binary matching rules like
r-contiguous [1,10,12]. The reason is that efficient algorithms that generate detectors
(antibodies or T-cell receptors) have been developed, exploiting the simplicity of the
binary representation and its matching rules [10]. On the other hand, AIS approaches
inspired by the immune network theory often use real vector representation for antibodies
and antigens [9,22], as this representation is more suitable for applications in learning and
data analysis. The matching rules used with this real-valued representation are usually
based on Euclidean distance, (i.e. the smaller the antibody-antigen distance, the more
affinity they have).

The NS algorithm has been applied successfully to solve different problems; however,
some unsatisfactory results have also been reported [20].As it was suggested by Balthrop
et al. [2], the source of the problem is not necessarily the NS algorithm itself, but the
kind of matching rule used. The same work [2] proposed a new binary matching rule,
r-chunk matching (Equation 2 in Section 2.1), which appears to perform better than
r-contiguous matching.

The starting point of this paper is to address the question: do the low-level repre-
sentation and its matching rules affect the performance of NS in covering the non-self
space? This paper provides some answers to this issue. Specifically, it shows that the
low-level representation of the binary matching scheme is unable to capture the structure
of even simple problem spaces. In order to justify our argument, we use some of the
binary matching rules reported in the literature and study how they behave in a simple
bi-dimensional real space. In particular, we study the shape of the areas covered by
individual detectors and by a set of detectors generated by the NS algorithm.

2 The Negative Selection Algorithm

Forrest et al. [12] developed the NS algorithm based on the principles of self/non-self
discrimination in the BIS. The algorithm can be summarized as follows (taken from [5]):

– Define self as a collection S of elements in a representation space U (also called
self/non-self space), a collection that needs to be monitored.

– Generate a set R of detectors, each of which fails to match any string in S.
– Monitor S for changes by continually matching the detectors in R against S.

2.1 Binary Matching Rules in Negative Selection Algorithm

The previous description is very general and does not say anything about what kind of
representation space is used or what the exact meaning of matching is. It is clear that the
algorithmic problem of generating good detectors varies with the type of representation
space (continuous, discrete, hybrid, etc.), the detector representation, and the process
that determines the matching ability of a detector.
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A binary matching rule is defined in terms of individual bit matchings of detectors
and antigens represented as binary strings. In this section, some of the most widely used
binary matching rules are presented.

r-contiguous matching. The first version of the NS algorithm [12] used binary strings
of fixed length, and the matching between detectors and new patterns is determined by
a rule called r-contiguous matching. The binary matching process is defined as follows:
given x = x1x2...xn and a detector d = d1d2...dn,

d matches x ≡ ∃i ≤ n − r + 1 such that xj = dj for j = i, ..., i + r − 1, (1)

that is, the two strings match if there is a sequence of size r where all the bits are identical.
The algorithm works in a generate-and-test fashion, i.e. random detectors are generated;
then, they are tested for self-matching. If a detector fails to match a self string, it is
retained for novel pattern detection.

Subsequently, two new algorithms based on dynamic programming were proposed
[10], the linear and the greedy NS algorithm. Similar to the previous algorithm, they are
also specific to binary string representation and r-contiguous matching. Both algorithms
run in linear time and space with respect to the size of the self set, though the time and
space are exponential on the size of the matching threshold, r.

r-chunk matching. Another binary matching scheme called r-chunk matching was
proposed by Balthrop et al. [1]. This matching rule subsumes r-contiguous matching,
that is, any r-contiguous detector can be represented as a set of r-chunk detectors. The
r-chunk matching rule is defined as follows: given a string x = x1x2...xn and a detector
d = (i, d1d2...dm), with m ≤ n and i ≤ n − m + 1,

d matches x ≡ xj = dj for j = i, ..., i + m − 1, (2)

where i represents the position where the r-chunk starts. Preliminary experiments [1]
suggest that the r-chunk matching rule can improve the accuracy and performance of
the NS algorithm.

Hamming distance matching rules. One of the first works that modeled BIS concepts in
developing pattern recognition was proposed by Farmer et al. [11]. Their work proposed a
computational model of the BIS based on the idiotypic network theory of Jerne [19], and
compared it with the learning classifier system [18]. This is a binary model representing
antibodies and antigens and defining a matching rule based on the Hamming distance. A
Hamming distance based matching rule can be defined as follows: given a binary string
x = x1x2...xn and a detector d = d1d2...dn,

d matches x ≡
∑

i

xi ⊕ di ≥ r, (3)

where ⊕ is the exclusive-or operator, and 0 ≤ r ≤ n is a threshold value.



198 F. González, D. Dasgupta, and J. Gómez

Different variations of the Hamming matching rule were studied, along with other
rules like r-contiguous matching, statistical matching and landscape-affinity matching
[15]. The different matching rules were compared by calculating the signal-to-noise
ratio and the function-value distribution of each matching function when applied to
a randomly generated data set. The conclusion of the study was that the Rogers and
Tanimoto (R&T) matching rule, a variation of the Hamming distance, produced the
best performance. The R&T matching rule is defined as follows: given a binary string
x = x1x2...xn and a detector d = d1d2...dn,

d matches x ≡

∑

i

xi ⊕ di

∑

i

xi ⊕ di + 2
∑

i

xi ⊕ di

≥ r, (4)

where ⊕ is the exclusive-or operator, and 0 ≤ r ≤ 1 is a threshold value.
It is important to mention that a good detector generation scheme for this kind of

rules is not available yet, other than the exhaustive generate-and-test strategy [12].

3 Analyzing the Shape of Binary Matching Rules

Usually, the self/non-self space (U ) used by the NS algorithm corresponds to an ab-
straction of a specific problem space. Each element in the problem space (e.g. a feature
vector) is mapped to a corresponding element in U (e.g. a bit string).

A matching rule defines a relation between the set of detectors1 and U . If this re-
lationship is mapped back to the problem space, it can be interpreted as a relation of
affinity between elements in this space. In general, it is expected that elements that are
matched by the same detector have some common property. So, a way to analyze the
ability of a matching rule to capture this ‘affinity’ relationship in the problem space is
to take the subset of U corresponding to the elements matched by a specific detector,
and map this subset back to the problem space. Accordingly, this set of elements in the
problem space is expected to share some common properties.

In this section, we apply the approach described above to study the binary matching
rules presented in section 2.1. The problem space used corresponds to the set [0.0, 1.0]2.
One reason for choosing this problem space is that multiple problems in learning, pattern
recognition, and anomaly detection can be easily expressed in an n-dimensional real-
valued space. Also, it makes easier to visualize the shape of different matching rules.

All the examples and experiments in this paper use a self/non-self space composed of
binary strings of length 16.An element (x, y) in the problem space is mapped to the string
b0, ..., b7, b8, ..., b15, where the first 8 bits encode the integer value �255 · x + 0.5� and the
last 8 bits encode the integer value �255 · y + 0.5�. Two encoding schemes are studied:
conventional binary representation and Gray encoding. Gray encoding is expected to
favor binary matching rules, since the codifications of two consecutive numbers only
differs by one bit.

1 In some matching rules, the set of detectors is same as U (e.g. r-contiguous matching). In other
cases, it is a different set that usually contains or extends U (e.g. r-chunk matching).
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Figure 1 shows some typical shapes generated by different binary matching rules.
Each figure represents the area (in the problem space) covered by one detector located
at the center, (0.5,0.5) (1000000010000000 in binary notation). In the case of r-chunk
matching, the detector does not correspond to an entire string representing a point on
the problem space, rather, it represents a substring (chunk). Thus, we chose an r-chunk
detector that matches the binary string corresponding to (0.5,0.5), ****00001000****.
The area covered by a detector is drawn using the following process: the detector is
matched against all the binary strings in the self/non-self space; then, all the strings
that match are mapped back to the problem space; finally, the corresponding points are
painted in gray color.

(a) (b) (c) (d)

Fig. 1. Areas covered in the problem space by an individual detector using different matching
rules. The detector corresponds to 1000000010000000, which is the binary representation of the
point (0.5,0.5). (a) r-contiguous matching, r = 4, (b) r-chunk matching, d = ****00001000****,
(c) Hamming matching, r = 8, (d) R&T matching, r = 0.5.

The shapes generated by the r-contiguous rule (Figure 1(a)) are composed by vertical
and horizontal stripes that constitute a grid-like shape. The horizontal and vertical stripes
correspond to sets of points having identical bits at least at r contiguous positions in the
encoded space. Some of these points, however, are not close to the detector in the decoded
(problem) space. The r-chunk rule generates similar, but simpler shapes (Figure 1(b)).
In this case, the area covered is composed of vertical or horizontal sets of parallel strips.
The orientation depends on the position of the r-chunk: if it is totally contained in the
first eight bits, the strips are vertically going from top to bottom; if it is contained on the
last eight bits, the strips are oriented horizontally; finally, if it covers both parts, it has
the shape shown in Figure 1(b).

The area covered by Hamming and R&T matching rules has a fractal-like shape,
shown in Figure 1(c) and 1(d), i.e. it exhibits self-similarity. It is composed of points
that have few interconnections. There is no significant difference between the shapes
generated by the R&T rule and those generated by the Hamming rule, which is not a
surprise, considering the fact that the R&T rule is based on Hamming distance.

The shape of the areas covered by r-contiguous and r-chunk matching is not affected
by the change in codification from binary to Gray (as shown in Figures 2(a) and 2(b)).
This is not the case with the Hamming and the R&T matching rule (Figures 2(c) and
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2(d)). The reason is that the Gray encoding represents consecutive values using bit strings
with small Hamming distance.

(a) (b) (c) (d)

Fig. 2. Areas covered in the problem space by an individual detector using Gray encoding for
the self/non-self space. The detector corresponds to 1100000011000000, which is the Gray rep-
resentation of the point (0.5,0.5). (a) r-contiguous matching, r = 4, (b) r-chunk matching, d =
******0011******, (c) Hamming matching, r = 8, (d) R&T matching, r = 0.5.

The different matching rules and representations generate different types of detector
covering shapes.This reflects the bias introduced by each representation and the matching
scheme. It is clear that the relation of proximity exhibited by these matching rules in
the binary self/non-self space does not coincide with the natural relation of proximity
in a real-valued, two-dimensional space. Intuitively, this seems to make the task harder
of placing these detectors to cover the non-self space without covering the self set. This
fact is further investigated in the next section.

4 Comparing the Performance of Binary Matching Rules

This section shows the performance of the binary matching rules (as presented in section
2.1) in the NS algorithm. A generate-and-test NS algorithm is used. Experiments are
performed using two synthetic data sets shown in Figure 3.

The first data set (Figure 3(a)) was created by generating random vectors (1000) in
[0, 1]2 with the center in (0.5,0.5) and scaling them to a norm less than 0.1, so that the
points lies within a single circular cluster. The second set (Fig. 3(b)) was extracted from
the Mackey-Glass time series data set, which has been used in different works that apply
AIS to anomaly detection problems [7,14,13]. The original data set has four features
extracted by a sliding window. We used only the first and the fourth feature. The data
set is divided in two sets (training and testing), each one with 497 samples. The training
set has only normal data, and the testing set has mixed normal and abnormal data.

4.1 Experiments with the First Data Set

Figure 4 shows a typical coverage of the non-self space corresponding to a set of detectors
generated by the NS algorithm with r-contiguous matching for the first data set. The
non-covered areas in the non-self space are known as holes [17] and are due to the
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(a) (b)

Fig. 3. Self data sets used as input to the NS algorithm shown in a two-dimensional real-valued
problem space. (a) First data set composed of random points inside of a circle of radius 0.1 (b)
Second data set corresponding to a section of the Mackey-Glass data set [7,14,13].

characteristics of r-contiguous matching. In some cases, these holes can be good: since
they are expected to be close to self strings, the set of detectors will not detect small
deviations from the self set, making the NS algorithm robust to noise. However, when
we map the holes from the representation (self/non-self) space to the problem space,
they are not necessarily close to the self set, as shown in Figure 4. This result is not
surprising; as we saw in the previous section (section 3), the binary matching rules fail
to capture the concept of proximity in this two-dimensional space.

Fig. 4. Coverage of space by a set of detectors generated by NS algorithm using r-contiguous
matching (with r = 7). Black dots represent self-set points, and gray regions represent areas
covered by the generated detectors (4446).

We run the NS algorithm using different matching rules and varying the r value.
Figure 5 shows the best coverage generated using standard (no Gray) binary represen-
tation. The improvement in the coverage generated by r-contiguous matching (Figure
5(a)) is due to the higher value of r (r = 9), which produces more specific detectors.
The coverage with the r-chunk matching rule (Figure 5(b)) is more consistent with the
shape of the self set because of the high specificity of r-chunk detectors. The outputs
produced by the NS algorithm with Hamming and R&T matching rules are the same.
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These two rules do not seem to do as well as the other matching rules (Figure 5(c)).
However, by changing the encoding from binary to Gray (Figure 5(d)), the performance
can be improved, since the Gray encoding changes the detector shape, as was shown in
the previous section (Section 3). The change in the encoding scheme, however, does not
affect the performance of the other rules for this particular data set.

(a) (b) (c) (d)

Fig. 5. Best space coverage by detectors generated with NS algorithm using different matching
rules. Black dots represent self-set points, and gray regions represent areas covered by detectors. (a)
r-contiguous matching, r = 9, binary encoding, 36,968 detectors. (b) r-chunk matching, r = 10,
binary encoding, 6,069 detectors. (c) Hamming matching, r = 12, binary encoding (same as R&T
matching, r = 10/16), 9 detectors. (d) Hamming matching, r = 10, Gray encoding (same as
R&T matching, r = 7/16), 52 detectors.

The r-chunk matching rule produced the best performance in this data set, followed
closely by the r-contiguous rule. This is due to the shape of the areas covered by r-chunk
detectors which adapt very well to the simple structure of this self set, one localized,
circular cluster of data points.

4.2 Experiments with the Second Data Set

The second data set has a more complex structure than the first one, where the data
are spread in a certain pattern. The NS algorithm should be able to generalize the self
set with incomplete data. The NS algorithm was run with different binary matching
rules, with both encodings (binary and Gray), and varying the value parameter r (the
different values are shown in Table 1). Figure 6 shows some of the best results produced.
Clearly, the tested matching rules were not able to produce a good coverage of the non-
self space. The r-chunk matching rule generated satisfactory coverage of the non-self
space (Figure 6(b)); however, the self space was covered by some lines resulting in
erroneously detecting the self as non-self (false alarms). The Hamming-based matching
rules generated an even more stringent result (Figure 6(d)) that covers almost the entire
self space. The parameter r, which works as a threshold, controls the detection sensitivity.
A smaller value of r generates more general detectors (i.e. covering a larger area) and
decreases the detection sensitivity. However, for a more complex self set, changing the
value of r from 8 (Figure 6(b)) to 7 (Figure 6(c)) generates a coverage with many holes
in the non-self area, and still with some portions of the self covered by detectors. So, this
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problem is not with the setting of the correct value for r, but a fundamental limitation
on of the binary representation that is not capable of capturing the semantics of the
problem space. The performance of the Hamming-based matching rules is even worse;
it produces a coverage that overlaps most of the self space (Figure 6(d)).

(a) (b) (c) (d)

Fig. 6. Best coverage of the non-self space by detectors generated with negative selection. Different
matching rules, parameter values and codings (binary and Gray) were tested. The number of
detectors is reported in Table 1. (a) r-contiguous matching, r = 9, Gray encoding. (b) r-chunk
matching, r = 8, Gray encoding. (c) r-chunk matching, r = 7, Gray encoding. (d) Hamming
matching, r = 13, binary encoding (same as R&T matching, r = 10/16).

A better measure to determine the quality of the non-self space coverage with a set of
detectors can be produced by matching the detectors against a test data set. The test data
set is composed of both normal and abnormal elements as described in [13]. The results
are measured in terms of the detection rate (percentage of abnormal elements correctly
identified as abnormal) and the false alarm rate (percentage of the normal detectors
wrongly identified as abnormal). An ideal set of detectors would have a detection rate
close to 100%, while keeping a low false alarm rate. Table 1 accounts the results of
experiments that combine different binary matching rules, different threshold or window
size values (r), and two types of encoding. In general, the results are very poor. None of
the configurations managed to deliver a good detection rate with a low false alarm rate.
The best performance, which is far from good, is produced by the coverage depicted in
Figure 6(b) (r-chunk matching, r = 8, Gray encoding), with a detection rate of 73.26%
and a false alarm rate of 47.47%. These results are in contrast with other previously
reported [7,21]; however, it is important to notice that in those experiments, the normal
data in the test set is same to the normal data in the training set; so, no new normal data
was presented during testing. In our case, the normal samples in the test data are, in
general, different from those in the training set, though they are generated by the same
process. Hence, the NS algorithm has to be able to generalize the structure of the self
set in order to be able to classify correctly previously unseen normal patterns. But, is
this a problem with the matching rule or a more general issue in the NS algorithm? In
fact, the NS algorithm can perform very well on the same data set if the right matching
rule is employed. We used a real value representation matching rule and followed the
approach proposed in [14] on the second data set. The performance over the test data set
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was detection rate, 94%, false alarm, 3.5%. These results are clearly superior to all the
results reported in Table 1.

Table 1. Results of different matching rules in NS using the the second test data set. (r: threshold
parameter, ND: number of detectors, D%: detection rate, FA%: false alarm rate). The results in
bold correspond to the sets of detectors shown in Figure 6.

Binary Gray
r ND D% FA% ND D% FA%

r-contiguous 7 0 40 3.96% 1.26%
8 343 15.84% 16.84% 361 16.83% 16.67%
9 4531 53.46% 48.48% 4510 66.33% 48.23%
10 16287 90.09% 77.52% 16430 90.09% 75.0%
11 32598 95.04% 89.64% 32609 98.01% 90.4%

r-chunk 4 0 2 0.0% 0.75%
5 4 0.0% 0.75% 8 0.0% 0.75%
6 18 3.96% 4.04% 22 3.96% 2.52%
7 98 14.85% 16.16% 118 18.81% 13.13%
8 549 54.45% 48.98% 594 73.26% 47.47%
9 1942 85.14% 72.97% 1959 88.11% 67.42%

10 4807 98.01% 86.86% 4807 98.01% 86.86%
11 9948 100% 92.92% 9948 100% 92.92%
12 18348 100% 94.44% 18348 100% 94.44%

Hamming 12 1 0.99% 3.03% 7 10.89% 8.08%
13 2173 99% 91.16% 3650 99.0% 91.66%
14 29068 100% 95.2% 31166 100% 95.2%

Rogers & Tanimoto 9/16 1 0.99% 3.03% 7 10.89% 8.08%
10/16 2173 99% 91.16% 3650 99% 91.66%
11/16 29068 100% 95.2% 31166 100% 95.2%
12/16 29068 100% 95.2% 31166 100% 95.2%

5 Conclusions

In this paper, we discussed different binary matching rules used in the negative selection
(NS) algorithm. The primary applications of NS have been in the field of change (or
anomaly) detection, where the detectors are generated in the complement space which
can detect changes in data patterns. The main component of NS is the choice of a
matching rule, which determines the similarity between two patterns in order to classify
self/non-self (normal/abnormal) samples. There exists a number of matching rules and
encoding schemes for the NS algorithm. This paper examines the properties (in terms
of coverage and detection rate) of each binary matching rule for different encoding
schemes.

Experimental results showed that the studied binary matching rules cannot produce
a good generalization of the self space, which results in a poor coverage of the non-
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self space. The reason is that the affinity relation implemented by the matching rule
at the representation level (self/non-self ) space cannot capture the affinity relationship
at the problem space. This phenomenon is observed in our experiments with a simple
real-valued two-dimensional problem space.

The main conclusion of this paper is that the matching rule for NS algorithm needs
to be chosen in such a way that it accurately represents the data proximity in the problem
space. Another factor to take into account is the type of application. For instance, in
change detection applications (integrity of software or data files), where the complete
knowledge of the self space is available, the generalization of the data may not be
necessary. In contrast, in anomaly detection applications, like those in computer security
where a normal behavior model needs to be build using available samples in a training
set, it is crucial to count on matching rules that can capture the semantics of the problem
space [4,20].

Other types of representation and detection schemes for the NS algorithm have been
proposed by different researchers [4,13,15,21,23]; however, they have not been studied
as extensively as binary schemes. The findings in this paper provide motivation to further
explore matching rules for different representations. Particularly, our effort is directed
to investigate methods to generate good sets of detectors in real valued spaces. This type
of representation also opens the possibility to integrate NS with other AIS techniques
like those inspired by the immune memory mechanism [9,22].
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