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Analysis and Design

Embedded System =
Computation + Communication + Resource Interaction

Analysis:
Infer system properties from
subsystem properties.

Design:
Build a system from subsystems
while meeting requirements.
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Why Performance Analysis ?

» Prerequisite for design space exploration (design decisions
and optimization)
= part of the feedback cycle
= getinside into design characteristics and bottlenecks

= support early design decisions

» Design validation
= verify system properties
= used at various design stages from early design until final
implementation
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Design Exploration

J Application
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Architecture d

Design decisions (mapping):
= system partitioning

= binding
= resource sharing
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Example: Mapping Optimization
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System Composition

Communication Templates Computation Templates

DSP
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RISC
CAN
|nterface

Scheduling and Arbitration
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Distributed Embedded System
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Distributed Embedded System
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Distributed Embedded System

Input
Stream

Input
Stream

Computational Resources ...
.. Communication Resources ...
.. Tasks
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System-Level Performance Analysis

Why Is Evaluation Difficult ?

» Non-determinism:
2 & & . . .

Input ‘ " uncerta_un system environment, e.g. input patterns, load

Stream ’ scenarios
‘-I_I_l-l_’ » (non-deterministic) computations in processing nodes
3 =
050 020 —>
Stream L2 » Interference:
= sharing computation and communication resources
Memory Requirements? Timing Properties? .(schedullng and arbltrfamon) .
’ » internal data streams interact on computing and
Bottleneck? communication resources which in turn change stream
Processor Speeds?.  jtili-ation? -
s Utilization® characteristics
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Task Communication

Task Scheduling

Complex Input:
- Timing (jitter, bursts, ...)
- Different Event Types
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Task Communication

Variable Resource Availability

Task Scheduling

Complex Input:
- Timing (jitter, bursts, ...)
- Different Event Types
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Variable Execution Demand
- Input (different event types)
- Internal State (Program, Cache, ...)
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System-Level Evaluation Methods

e.g. delay

Worst-Case

Best-Case
Real System | Measurement  Simulation  Probabilistic ~ Worst Case
Analysis Analysis
Swiss Federal Computer Engineering
m Institute of Technology 17 and Networks Laboratory
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System-Level Evaluation Methods

System
Performance
Evaluation

Measurements

Use existing
instance of the

system to perform

Develop a
mathematical
abstraction of the
system and derive
formulas which

Develop a

computer program |

which implements
a model of the

performance : systen_1. Perform
measurements. desarlie iz experiments by
system running the
performance. computer program. |
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Static Analytic (Symbolic) Models

» Steps:

= Describe computing, communication and memory
resources by algebraic equations, e.g.

- '. delay={#vmrds—‘ comm _time

burst _ size

= Describe properties of inputs using parameters, e.g. input
data rate

= Combine relations

» Fast and simple estimation
» Generally inaccurate modeling of shared resources
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Dynamic Analytic Models

» Combination between

= Static models, possibly extended by their dynamic behavior,
e.g. hon-determinism in run-time and event processing

= Dynamic models for describing shared resources (scheduling
and arbitration)

= Dynamic models for describing classes of inputs

» EXisting approaches
= Queuing theory (statistical models, average case)
= Classical real-time scheduling theory
= Real-time calculus (interval methods, worst/best case)
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Simulation

» Target architecture co-simulation
= combines functional and performance validation
= extensive runtimes but accurate results

» difficult interpretation of results
» complex set-up and debugging
» evaluating average-case behavior

Model
Input - N - Output
trzfce Function: appllcatlon, tlmlng tran
Structure: hardware-software
architecture
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Trace-Based Simulation

» Steps:
= execution trace determined by co-simulation
= abstract representation using communication graph
= extension of graph by actual architecture
= simulation of extended model

» Faster than simulation, but still based on single trace

functional complete abstract
model trace graph
architecture trace estimation
description simulation results

e.g. [Lahiri et al., 2001], [Pimentel et al., 2006]
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Modular Performance Analysis

Task graph

architecture
model

| Application | |

Architecture

Mapping
Scheduling
Data Measure-

Load Model
(Environment)

’ System Model

Performance
Model

Analysis

Formal Input
specification traces
Analysis Results
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Processing Model
(HW/SW

Computer Engineering
and Networks Laboratory

Component Formal
l simulation specification
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Abstract Models for Performance Analysis

Processor
Task
Input J_T_m_L R D J—m—T—L >
Stream
Concrete
Instance
Abstract
Representation
Service
Model
Load o Processing _
Model / Model id
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Modular System Composition

Related: SymTA/S (Ernst et. al.)

CPU BUS DSP
Bk
RM TDMA
Beru BBus Bpsp
TDMA o l
]
o GPC GPC GSC — GPC
o GPC GPC

m Swiss Federal 2 Computer Engineering 1’.
Institute of Technology 5 and Networks Laboratory

Liu/Layland 1973

Buttazzo 1993

CAN = =
S OSEK J
Lee/Messerschmidt
from IP vendor 1989

2 o WK
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Related: SymTA/S (Ernst et. al.)

Analysis Requirements Test

—

Verification

sys{y Exploration

Module Design Module Test

) ¥ 4

Implementation Function Test

Syrxﬂ'ﬂ\.{iginn i
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SymTA/S Tool Suite

flow integration:
« data bases
* tools

idea, specification,
sketch, existing system

interfaces = = = =

automatic
exiloration 3rd part
productivity modules “
SENS

analysis libraries for

flexibility ECUs, buses, etc ...
analysis + ERCOSEK
;'Tffﬁfﬁj:f"’% « CAN
4 « RMA

=== === —.o0pen

verified system ﬁ . EDF
N L7
—7 1 * TDMA SynwaMision
-’Qﬁ -ﬁ « RR

» commercially available at SymtaVision GmbH
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Modular Performance Analysis

Overview

system view ?

mathematical view

Real-Time Calculus (RTC)

Min-Plus Calculus, Max-Plus Calculus

» Comparison
» Examples
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Foundation Comparison of Algebraic Structures

» Real-Time Calculus can be regarded as a worst-
case/best-case variant of classical queuing theory. Itis
a formal method for the analysis of distributed real-time
embedded systems.

» Related Work:

= Min-Plus Algebra: F. Baccelli, G. Cohen, G. J. Olster, and J.
P. Quadrat, Synchronization and Linearity --- An Algebra for
Discrete Event Systems, Wiley, New York, 1992.

= Network Calculus: J.-Y. Le Boudec and P. Thiran, Network
Calculus - A Theory of Deterministic Queuing Systems for
the Internet, Lecture Notes in Computer Science, vol. 2050,
Springer Verlag, 2001.
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» Algebraic structure
= set of elements S
= one or more operators defined on elements of this set
» Algebraic structures with two operators |, [
» plus-times: {S,H,[} = {R, 4+, x}
* min-plus: {S,®,0} ={RU+4oo,inf,+}
» Infimum:
= The infimum of a subset of some set is the greatest element,
not necessarily in the subset, that is less than or equal to all
other elements of the subset.
= inf{[3,4]} =3, inf{(3,4]} =3
min{[3,4]} =3, min{(3,4]} not defined
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Comparison of Algebraic Structures

» Common properties [:

Closure of [J: a b e S

Associativity of B: a D (bH¢) = (aDb) D¢
Commutativity of [I: a[db=b[la

Existence of identity element for [: dv:adv =a
Existence of negative element for [: 3o~ ! :ada™ ! = v
Identity element of H absorbing for [.J: a e =¢
Distributivity of [ w.r.t. BH: a0 (bHc¢) = (e« D b)H (a Hc)

» Example:
= plus-times: ax (b+c¢c) =axb+axc
* min-plus: a+ inf{b,c} = inf{a+ b,a + ¢}
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Comparison of Algebraic Structures

» Common properties H:

Closure of H: a b e S

Associativity of B: : a B (bHc) = (aBHb)Hec
Commutativity of H: alEHb=0Ha

Existence of identity element for H: de : aHHe =a

» Differences H:
= plus-times: Existence of a negative element for [ :
A(—a) :alB(—a) =¢

= min-plus: Idempotencyof H: aBHa=a

Computer Engineering
and Networks Laboratory
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Comparison of System Theories

» Plus-times system theory
= signals, impulse response, convolution, time-domain
/' |~
Pty = glt) | bt = (F = 0) (7= [ f(t—5)-g(s) ds

J0

» Min-plus system theory
= streams, variability curves, convolution, time-interval domain

/ot

R(A)=— g(A) [ R'(A) > (R®g)(A) = inf {f(A

D<A<A

A)+g(A)}
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From Streams to Cumulative Functions

» Data streams: R(t) = number of events in [0, t)
» Resource stream: C(t) = available resource in [0, t)

20 T i

L] Rnand
151 =1

[
10 o

Computer Engineering
and Networks Laboratory
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Abstract Models for Performance Analysis

Processor C(t)
Task

| < | |
Input > >

Stream R(t) R'(t)
Concrete
Instance
Abstract
Representation Service
Model
B(A)
A

Load ~ Processing L ~

Model OL(A) / Model i
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From Event Streams to Arrival Curves

events
Event Stream

number of events in
int=[0..2.5] ms

AL LI T

Y 2.5 t[ms]
Arrival Curves o = [ol, o]
demand™., o

maximum / minimum
arriving demand in any
interval of length 2.5 ms

A[ms]
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From Resources to Service Curves

availability
Resource Availability

available service
int=[0..2.5] ms

Service Curves B = [B', BY]

maximum/minimum
available service in any
interval of length 2.5 ms

2‘.5 A[ms]

Computer Engineering V’.
and Networks Laboratory
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Example 1: Periodic with Jitter

» A common event pattern that is used in literature can be
specified by the parameter triple (p, j, d), where p denotes
the period, j the jitter, and d the minimum inter-arrival
distance of events in the modeled stream.

periodic
—>
p
periodic | |
jitter
p J >d
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Example 1. Periodic with Jitter

10 | 10
8 8 u
(J'.u a9

n 6 w 6
5 &
& 4| o (T
= £

2.

0 . .

0 10 20 30
A A
periodic periodic with jitter
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Example 1. Periodic with Jitter

» Arrival curves:

10 uu

# events
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Example 2: TDMA Resource

» Consider a real-time system consisting of n applications
that are executed on a resource with bandwidth B that
controls resource access using a TDMA policy.

» Analogously, we could consider a distributed system with n
communicating nodes, that communicate via a shared
bus with bandwidth B, with a bus arbitrator that implements
a TDMA policy.

» TDMA policy: In every TDMA cycle of lengthc , one single
resource slot of length s; is assigned to application i.

appl.1 appl.2 .. appl.n appl.1 appl.2 .. appl.n

c

ol
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Example 2: TDMA Resource

» Service curves available to the applications / node i:

Bi Bu

N\
N\

=
-—
=
—
-]
(o8]
wn
1
T

o
Ql
v
O |
N
o

A AT
gi(a) = Bmax{| 2| 58 - [ 2] @5}
AT Al
gr(a) = Bmin{| =58 - | 2] G- )
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Greedy Processing Component (GPC)

available
resources

C(t)

. FIFO buffer
input output
event R(t) o— R/(t) event
stream B(t) stream
C'(t)
remaining
resources
» Examples:

= computation (event — task instance, resource — computing
resource [tasks/second])

= communication (event — data packet, resource — bandwidth
[packets/second])
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Greedy Processing Component

Behavioral Description

Component is triggered by
incoming events.

l «  Afully preemptable task is
instantiated at every event arrival
to process the incoming event.

' Active tasks are processed in a
o greedy fashion in FIFO order.
Processing is restricted by the
availability of resources.
m ﬁ\vg:islatzegfe'rrzlchnology 46 andcr\?::veg:(l?rsllg_.;%grea?gpyg W"

Greedy Processing Component (GPC)

If the resource and event streams describe available and
requested units of processing or communication, then

C(t) = C'(t) + R () } |
Conservation Laws
B(t) = R(t) — R'(t)

R(t) = Ogggt{R(u) +C@) - C(u)}

C(t) -~ C()

T

R(t) O~ GPC —OR'(t)

6

c'(t)
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Greedy Processing

» For all times u <t we have R’(u) < R(u) (conservation law).

» We also have R’(t) < R’(u)+C(t)—-C(u) as the output can not be
larger than the available resources.

» Combining both statements yields R’(t) < R(u) + C(t) — C(u).

» Let us suppose that u* is the last time before t with an empty
buffer. We have R(u*) = R’(u*) at u* and also R’(t) = R'(u*) +
C(t) — C(u*) as all available resources are used to produce
output. Therefore, R’(t) = R(u*) + C(t) — C(u*).

» As a result, we obtain /

R'(t) = oinf {R(w) +C@) — C(u)}

B(H)

Computer Engineering W'.
and Networks Laboratory

| u*
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Institute of Technology




Abstract Models for Performance Analysis

Processor C(t)
Task

| < | |
Input > >

Stream R(t) R'(t)
Concrete
Instance
Abstract
Representation Service
Model
B(A)
A

Load ~ Processing L ~

Model OL(A) / Model i
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Abstraction

C'(t)

time domain
cumulative functions
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e

> a(A)=— GPC | o'(A)

!

F(8)

time-interval domain
variability curves
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Some Definitions and Relations

»f & g is called min-plus convolution

(F@a)®) = inf {f(t—u)+a(u)}

»f @ g is called min-plus de-convolution

(fog()= sup {ft+u)—g(uw)}
» For max-plus convolution and de-convolution:
(f®g)(t) = sup {f(t—wu)+ g(u)}
0<u<t
(f2g9)(t) = Inf {f(t +u) — g(u)}

» Relation between convolution and deconvolution

f<g®h& fOh<g
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Arrival and Service Curve

» The arrival and service curves provide bounds on event
and resource functions as follows:

al(t—s) <R(E) —R(s) <a“(t—s) Vs<t

Bit—s)<C@)—C(s) <B“(t—s) Vs<t

» We can determine valid variability curves from cumulative

functions as follows:

a»=RQR, o =ROR; B*=CoC; gt=CoC

» One proof:

a¥ = ROR = o*(A) = sup {R(A+uw) — R(w)} =

a"(A) = Sgg {R(A +5) — R(s)} = a"(t—s) > R(t)—R(s) Vt>s
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Abstraction

g
l— —

> a(A)=— GPC | o'(A)

' '

o) B'(4)

time-interval domain
variability curves

time domain
cumulative functions
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The Most Simple Relations

» The output stream of a component satisfies:
R'(t) > (Re8)(t)

» The output upper arrival curve of a component satisfies:
ul — (a“@ﬁl)

» The remaining lower service curve of a component
satisfies:

Bl(ay= sup (B'(N) —a*(\))
o<A<A
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Two Sample Proofs

R'(t) = inf {R(u) + C(t) — C(u)}
> |nf [R(w) + 81t —u)}
(R®BZ)(t)

C'() = C'(s) = sup {C(a) ~ Aa)} ~ sup {C(1) ~ R(b)} =
— inf { sup {(C(a) - C(b)) — (R(a) — R(b))}}

0<b<s 0<a

— inf { sup {(C(a)—c(b))—(R(a)—R(b))}}

0<b<s 0<a—b<t—

> inf { sup {ﬁl(A) (N> sup {8\ — a*(\)}
0<A<t—s

0<b<s 0<A<t—b
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Tighter Bounds

The greedy processing component transforms the vari-
ability curves as follows:

o = [(a"®B")2P' A B

o = [(a'06")28 A F
= (8" ~ a0 il
= (8' — a")®0

Without proof ... . § i !
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Delay and Backlog

[B', B]
\
[o) o] = GPC = [of, o]

!

[B", B¥] ,J

maximum delay D

|

au

maximum
backlog B

B = sup;>o {R(t) — R'(t)} < supx>o {a“()\) - ﬂl(A)}

D = supso {inf {7 > 0: R(t) < R'(t+ 7))}
= SUPA>0 {inf {7- >0:a%(A) < pi(Aa+ T)}}

Proof of Backlog Bound

B(t) = R(t) — R'(t) = R(t) — oinf_{R(w) +C(1) -~ C(w)}
= sup {(R(t) — R(u)) — (C(t) — C(u))}
0<u<i
< sup {a'(t —u) — fl(t —u)}
0<u<t
< sup{a®(A\) — g'(\)}
0<A o

B
| maximum

backlog B
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Contents System Composition
CPU BUS DSP
» Overview
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Examples
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Schedullng and Arbitration

FP/RM A (eoF ) B (R )P
| = =,
aA——>a’A Oy — —»a’A Xy —> _'QJA
EDF RR
aB__’dB op — —>Q"B o — —>Q’B
Voo | N !
(aps B TOMA
g T I ~ g
share TDMA
as |GPC [ oy aa |GPC > oy
xp — GP? a’B -
@B —GPC oy
sum
¥ v
ETH e P o Par Az, Somvuergneerns T

Complete System Composition

DSP

Bpsp
2 GPC
o GPC GPC
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Extending the Framework

« New HW behavior
« New SW behavior
« New scheduling scheme

P
—> Og >

o r
+ Find new relations: 77777 : 77777777 i 77777 B
d(A) = fala,f) o Yy o
A = fla,B) o [ ey

fa(e, B)
’ l—~ ™ RIC

This is the hard part...!

,,,,,,,,,,,,,,,,,,,

)
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Refined Processing Component Model

Formal Specification Task Cache

Program Analysis _ i bl
Data Sheets i : :
] {5 © e

Functional Unit Automaton

triggering event a/[10,10]/d

min/max
resource demand | a/[s,5]/d
produced event c/[3,20]/d

a/[10,10]/d
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Processing Component

resources

wir || e

WLT

resources

, b/[1515]/e a/[10,10]/d 5 T 1
| b/[sslle ‘ ‘ allsslid |
' o3, 20]/d c/[3 zo]/d e

a/[1o 10]/d
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Classical Workload Transformation

Worst Case Execution Demand
&
Best Case Execution Demand

WCED =2  [resources/event] resoemntes ol
BCED =o0.5 [resrouces/event] of
events | BCED | WCED ‘:,;
I A[ms]

AW N =
oS~ N

0.5
1
1.5
2
Swiss Federal Computer Engineering
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Processing Component

Processing Component

,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,

b/[1515]/e a/[1o1o]/d
' b/[s,5]/e ‘ a/[5 5l/d ; 1 ;
i o3, 20]/d c/[3 zo]/d !

a/[1o 10]/d
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. b/[1515]/e a/[1o 10]/d 5
b/[5,5]/e ‘ al[s sl/d
i c/[3, zo]/d

a/[1o 10]/d

c/[3 zo]/d

m Swiss Federal
Institute of Technology

Computer Engineering v'.
and Networks Laboratory




WLT with Abstracted Functionality

,,,,,,,,,,,,,,,,,,,

o —{m |
§ b §

b/[15,15)/e a/[10,10]/d
b/[s,5)/e a/lssld |
c/[3,20)/d c/[3,20)/d ¢

Edges: triggering events
Weights:  WCED
andNewworks caporacory. I MR
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WLT with Abstracted Functionality
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WLT with Abstracted Functionality

/0
resources ,/"'
(b) 15 (a) 10 160 7
140 gé,ﬁ' »
{b) 185 % .
. i 120 ‘9"", P Pt
maximum execution o e
100 gt TR
) demandofanyq ..o | o e 0t
5 consecutive events s 1 o oY i
60 . ...ﬁ:._“_“;’ %.’»d@(}c
(a) 10 40 24 * Py"
20 /’
» ok
(b) 5 o 2 4 6 8 10
events

Execution demand of n consecutive events:
WCED(n) = max-weight path of length n
ETH .o 7 andrmmare oo ‘WK

Functional Unit
Model
Resource
Model

System Module
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,,,,,,,,,,,,,,,,,,,

e 1 Q

| blssie KX, ¥ arsslid || i
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] ¢/[3,20)/d a/[10,10]/d
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Real-Time Interfaces

Real-Time
Interfaces

Thiele, et al., 2006

Component-Based Design

a
|

@p— GPC— “’A » Analysis

= Given: all components, their
interconnections structure and
all inputs from environment

o — L a" = Question: do the components
B GPC H work together properly?

IAnterfa/cGe-BaiedI I?ef;lgn Real-Time Calculus ] Constraints:
(Assume/Guarantee Interfaces) E del 4 < 5ms
Henzinger, de Alfaro, et al. Thiele, et al. delp < 8ma
Schedulable?
m ﬁ\vg:islztzegfe'rrzlchnology 73 andcr\‘lj::vr\jg:irsllg_.;ghgrea?gpyg w" m ﬁlvg:isla‘zegfe'rflhnomgy 4 aﬂdcf\?::ﬁg:(;;?—g%gfe;gpyg W"
Interface-Based Design From an Abstract Component ...
? : L resource supply
l » Design and Composition b
o = Given: some components, some i
4 — FP — 24 inputs and some requirements
= Questions:
+ What are the system resourcedemand a —| c¢=b—a
u’ assumptions towards the
? — FP — =g environment (inputs and/or ]
requirements)?
1 Constraints: « What are the corresponding . ¢
ﬂ delg < Bma assumptions for the components remaining resources
delg < 8ms (so that they can adapt)?
ETH .5 oo 7 and nemorie Laporacory I AE ETH .5 oo 7 andnenvoris cavormory I AR




... to its Adaptive Interface

what the environment guarantees
what | assume (request)

headroom from the environment

sensitivity
robustness

what the environment
assumes (requests) from me

what | guarantee as a consequence
Correct by successful composition

@ <aMNA@C>) = () 2 <@

Applications

» Interface-Based Design

= Check of Real-Time Requirements at Composition-Time

= Incremental Design

= Independent Implementability
» Answering design questions, e.g. resource dimensioning
» On-Line

= Load Adaption

= Service Adaption

= Admission Tests

m ﬁ\vg:islztzegfe'rrzlchnology ” andcr\‘lj::vr\jg::rsllg_gghgrea?gpyg nw" m ﬁ\vg:isiatiegfe'rrzlchnology 8 andcr\?::veg:(l?rsllg_g%grea?gpyg nw"
1. Check
H ; : 2. Admit
On-Line Service Adaption 3 Update Contents
K dA=1.2 i _
do=> > » Overview
U A
o » Real-Time Calculus
o m 7 N » Modular Performance Analysis
Y 15
(L2 &) T2 » Comparison (see EMSOFT 07)
g
. » Examples
dA=3.25
00 5 10 15 20 dG=7 DD
ETH .5 oo 7 andnenworis cavormory I AR ETH .5 oo 80 andnenvoris cavormory I AR




Conclusions

» The analysis accuracy and the analysis time depend highly
on the specific system characteristics.

» The analysis results of the different approaches are
remarkable different even for apparently simple systems.

 The choice of an appropriate analysis abstraction matters.

» The problem to provide accurate performance predictions for
general systems is still far from solved.
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Case Stud

y

ECU1 |CCa

ECU2 [CC2

QP e89P

BUS ==

CC3

ECU3

Total Utilization:

- ECU1 59 %
-ECU2  87%
-ECU3 67%
- BUS 56 %

6 Real-Time Input Streams
- with jitter

- with bursts

- deadline > period

3 ECU’s with own CC’s

13 Tasks & 7 Messages
- with different WCED

2 Scheduling Policies
- Earliest Deadline First (ECU’s)
- Fixed Priority (ECU’s & CC’s)

Hierarchical Scheduling
- Static & Dynamic Polling Servers

Bus with TDMA

- 4 time slots with different lengths
(#1,#3 for CC1, #2 for CC3, #4 for CC3)

Specification Data

Stream (p.l.d) [ms] o [s] Task Chaln

51 ilDDO. 2000, 25) 80 |[T11—-Cl1—-T12—-C1.2—-T1.3
52 (400, 1500, 50) 18 T21 - C21 > T22
S3 (600, Q, -) 6.0 |[T3.1 - C3.1 - T3.2 +-C3.2 - T33
54 {20, 5. -) 0.5 T4.1 + C4.1 —+ T4.2
=15 {30, 0, -) 0.7 T4.1 - C4.1 - T4.2
56 (1500, 4000, 100) [ 3.0 T6.1

Task | & Message | e Perdiodic Server [ p e

T1.1| 200 Cl1 100 SPSEmn 500 | 200

T1.2 | 300 Ci2z | 80 SPSgcus 500 | 250

Ti1.3| 30 c2.1 40 OPSgcya 600 | 120

T2.1]| 75 C3.1 25

T2.2]| 25 3.2 10 TDMA t

T3.1] 60 Cal 3 Cycle 100

T32]| 60 5.1 2 Sl 20

T3.3] 40 Slotor | 25

T41| 12 Slotgea | 25

T4.2 2 Slotoos 30

T5.1 8

T5.2| 3

T6.1 | 100




The Distributed Embedded System...

O8

S1

S2

ECU1

s
e
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S3

S6

®

e —

(@]
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BUS
(TDMA)
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Input of Stream 3

Output of Stream 3

Automated Design Space Exploration

Application Architecture - <

\
N / ‘
Mapping
™

Estimation |-~

Multi-Objective
Optimization

-
SN _———_——

We use evolutionary algorithms for multi-objective
optimization!
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Network Processor Task Model

ESP AH
Encaps Calc

Encrypt

AH
Verify

Flow NRT Encrypt '

ss |
Header

S

DP Tx Build 1P ute
Header Look Up

Voice RTP Tx
Encoder
Flow RT Send
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RTP Rx

. Encryption/Decryption
O Voice Processing

Dejitter Voice
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EXPO

& Implementation Hr. 60641 (CXPO, Institute TIK, CTH Zurich)

B EX00, Betitute T, FTH Furich

Soenaria: Senn

Oyptirsal Seealing Facor: 0 530
Total Merory: B.295

<

Flow: RTSend Priority: &
ETPx UnP Routel U1
ARFLU

VoiceEre CaleCheck P
LinkTx Bukdl P

& EXPO - A Tool for Desigr,
File Help

control ¥
s
- | .

Initialisation sequence star;
Static parameters read 25|
Problem specification read
Initial population
Initial population written to fil]  2£
Population written ta file
Generation counter setto 1
[ Generation 1 . .
lall active gene IDs read -1 -18
Population before cleaning
Population after cleaning: 107 elements.
Clean of population finished,
[P opulation witten to file.
Genes for variation read.

ariation finished NopeDec P
[~ Generation 277 ProcesslP
Wl active gene IDs read

Aoe. Waiting Time in Guetse- 0000

Flow: NRTDecrypt Priceity: 4. Ace. Waiting Time in Queue: (1L000

ARFLU
RouleLUZ

Flow BTRncy Vaiting Time in Gussuse- 0000

Classly
UinkRx
Acc:. Waiting Time in Gusue: 23 088

\ Flow: METEorward Priority 3 hex
PU— — e
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Results

Performance for
encryption/decryption

DsP Cipher
NRT: 64%|[NRT: 71%
RT:  39%||RT: 0%

1 A -

Performance for
RT voice processing

DsP
NRT: 35%
RT:  38%

! !

1 i

LookUp || Classifier LookUp || Classifier
NRT: 15% || NRT: 27% NRT: 1% ||NRT: 1%
RT: 8% ||RT:  11% RT: 6% ||RT:  11%
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Validation Strategy (IBM)

Hardware Components ‘
(bus, bridge, memory, processor) |

Simple

workloads SysfernC Parameters Analytical
—>

Component Models Component Models
Y
SystemC : ‘ Analytical
> Comparison |«
Sysfem Model | | e — P — System Model
Complex T
workloads

| Arrival Curves |

Computer Engineering y‘.
and Networks Laboratory

Traces >
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Analytical System Model

source resource nodes (input service curves)

input arrival ~ EMAC OPB
curves
(derived from tracas) @ @

(@)——{PackeRx} [ Comm |- geteD |+ co:nm —

\ PLB-OPB PLB PPC

@Bridge @ @

SDRAM

\ Comm
source and target L_::I_I
invkStore

packet nodes

Comm

L morTPck = Ccrlnrn - slonla'm -+ t:oal;irn e

storePck

pdateBD

4

¥ ¥ ¥ v
L-lupdateBDI—-[ Comm |—{updateBD|+{ Comm |}
! l

e e—

sssssBessesscascloscncnnsentonas
£

- - L]
final ouput
arrival curves é é é é
'““\_‘ /
target resource nodes (output service curves),
used to compute remaining processing/communic,
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90
— Simulation
CO moar | son 80 11 __.. Analytical Method
p 70
T 60
=) oPB
o 50
©
g 40
B
Sa— .~
20
10
AT Simulation 0
= 100Mbps 150Mbps 200Mbps 250Mbps 300Mbps 350Mbps 400Mbj
| = Cihbes em s st S KA
Linespeed
a1
£
-3
% 20
S5 ey
= =
10 1
5 $
o
B4 128 512 1024 1280 1500
Packet Size [Bytes]
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Application Scenario: In-Car Navigation System

v

Car radio with navigation system

User interface needs to be responsive

Traffic messages (TMC) must be processed in a timely way
Several applications may execute concurrently

¥

¥

¥
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System Overview
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Communication

m Swiss Federal 122 Computer Engineering v‘.
Institute of Technology and Networks Laboratory

Application 1: Change Audio Volume
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Application 1. Change Audio Volume

Computation Resource Demand

keyPressO : ;

HandleKeyPress() H
e— :

SetVolume

Adjustvolurme()

MoticeAudibleChangal)

VC - KP < 200 msec L

etWolume()

LpdateScreend)

NYG-MAG < A0 maee L

Execution time estimates

HandleKeyPress(  1ES instructions
Adjustvolume 1ES instructions
UpdateScreend) SE4 instructions

MoticevisualChange()

m Swiss Federal 124
Institute of Technology

Computer Engineering
and Networks Laboratory

miE

Application 2: Lookup Destination Address

<200 ms

Computer Engineering
and Networks Laboratory
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Application 2: Lookup Destination Address

keyPressd

HandlekeyPress() H

AddressLookupd) H

message size 4 bytes L
once second
< MavResultd)
b el e

Databaselookup()

VT - KP = 200 msee Y

UpdateScreen() '

Execution times estimates

HandleKeyPress( 1ES instructions
Databaselookup() 5E6 instructions
= UpdateScreen() ASES instructions

MoticeVisualChange()

Computer Engineering
and Networks Laboratory
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Application 3: Receive TMC Messages

4
Communication

- ~

Computer Engineering
and Networks Laboratory
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Application 3: Receive TMC Messages

P

RadioStation

Execution time estimates
HandleTMCH
DecodeTMC(
UpdateScreend

1EB instructions
5EB instructions
5E3 instructions

Receive()
3 HandleTMG()
300 messages
per 15 minutes
32 bytes each Receive()
uniform distribution
DecodeTMC()

300 messages L
per 15 minutes
G4 bytes each

HandleTMCE )

30 messages Ly
per15 minutes
64 bytes each

|NVC- RCY =1 gec for urgent TMC messages B‘

m Swiss Federal 128
Institute of Technology

UpdateScraen()

[e—

MoticevisualChangeal )

X

User
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Proposed Architecture Alternatives

22 MIPS

(A)

113 MIPS 11 MIPS
© o
2
260 MIPS | ¥ 22 MIPS

m Swiss Federal
Institute of Technology

72 kbps

22 MIPS

57 kbps

(B)

113 MIPS

(D)

| 72 kbps

113 MIPS

130 MIPS

MM

129

11 MIPS

(E)

260 MIPS

L
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Step 1. Environment (Event Steams)

Event Stream Model

e.g. Address Lookup
(1 event / sec)

[events]

ou

>
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Step 2: Architectural Elements

Event Stream Model
e.g. Address Lookup
(1 event / sec)

Resource Model
e.g. unloaded RISC CPU
(113 MIPS)

m Swiss Federal
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[events]
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[MIPS] ¢

> Y

131

1 [s]

Computer Engineering V'.
and Networks Laboratory




Step 3: Mapping / Scheduling

Rate Monotonic Scheduling
(Pre-emptive fixed priority scheduling):

= Priority 1: Change Volume (p=1/32 s)
= Priority 2: Address Lookup (p=15s)
= Priority 3: Receive TMC (p=6 s)
m ﬁ\vg{isiitiegfe'rrjchnology 132 andcr\?::veg:ﬁrsllg_';%?rea?g:yg nw"

Step 4: Performance Model

v
B p B B
Change Volume &h ¢

=

%
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Address Lookup &h - $
Receive TMC &h ’ $ o 1:h )
-
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Analysis — Design Question 1

How do the proposed system architectures
compare in respect to end-to-end delays?

m Swiss Federal 3 Computer Engineering v’.
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Analysis — Design Question 1

End-to-end delays:

= | e | (@] (D) (E)
B = s
100 60
40
50
o -
O

Vol Key 2 Audio [ms] °

Vol Vis. 2 Audio [ms]

100 1500
100
50
500
o o
Address Lookup [ms] TMC Decode [ms]
Swiss Federal c ter Engineeri
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Analysis — Design Question 2

How robust is architecture A?

Where is the bottleneck of this architecture?

Analysis — Design Question 2

TMC Delay [ms]
800

-

* 800
.

e

TMC delay vs. MMI processor speed:

26.4 MIPS

_22MiPsT
MM

(A)

113 MIPS

72 kbps

11 MIPS

.

.
",
\L"""‘M..-...... ..... ves

22 MIPS
(A)
200

13 MIPS 11 MIPS

72 kbps 90 100 710 120 120 140 160
Relative MM| Processor Speed [%]
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Analysis — Design Question 3

Architecture D is chosen for further investigation.

How should the processors be dimensioned?

(D) 2
Q
S
~
13 MIPS | 130 MIPS
Computer Engineering
139 and Networks Laboratory
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Analysis — Design Question 3

Vol K2V Delay [ms]
=200

el
ot 10 dmax

Addr Delay [ms]
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29 MIPS

33 MIPS

_I3AMPST

| 72 kbps

=1000

max

[EY d

TMC Delay [ms]
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and Networks Laboratory

140

bl

TiE




Implementation: RTC Toolbox
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