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ABSTRACT
We obtain analytically, the energy optimal speed profile of a generic
multi-speed device with a discrete set of speeds, to execute a given
task within a given time. Current implementations of energy effi-
cient speed control policies (including DVFS) almost exclusively
use the minimum feasible speed pair, which has been shown before
to be suboptimal. Unlike previous works, ours does not require
an explicit functional relationship between the device’s power and
speed (e.g. the CMOS power model), but only assumes that the
power-speed relationship is a W-convex (a discrete equivalent of a
convex) function. This assumption allowed us to show that the opti-
mal speed profile uses at most two speeds, and that all the essential
characteristics of the power-speed relationship can be encapsulated
within a single speed, ωu. The latter speed is intrinsic to the de-
vice (i.e. task independent) and can be readily computed from its
power-speed values (without any curve fit). Further, ωu is also the
speed at which the the device consumes the least energy per unit
work done. The problem formulation reduces to a linear program
in the number of supported speeds, which in general, is difficult
to solve analytically. However, the optimum solution has a very
simple form – it is either ωu, or the minimum feasible speed pair
for the given task. We verified that a number of commercial DVFS
processors, and other devices like disk drives satisfied our model of
the W-convex power-speed relationship.
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1. INTRODUCTION
Power management and speed control have been the two pop-

ular techniques used for system level energy management. While
power mode switching (also known as Dynamic Power Manage-
ment (DPM)) techniques [3, 11, 19] aim to reduce the idle mode
energy consumption, speed control methods (like Dynamic Voltage
and Frequency Scaling (DVFS)) try to minimize the active mode
energy when peak performance is not required. DPM techniques
were initially developed for hard drives, but are now implemented
in almost every device used in computing systems like processors,
displays, network interfaces, etc.

Similarly, the DVFS technique, originally developed for proces-
sors [5, 7], has inspired similar efforts for energy optimization of
other devices like the hard drive [17, 6, 22], display [4], network
card [23], etc. This trend suggests that it would be desirable to
develop a generic model of a device, and find the energy optimal
speed control/power management technique for that device. The re-
sulting generic solution could then be applied to a variety of devices
and problem domains. This work represents a first step towards de-
veloping such a general framework for energy optimization. Most
real devices can only support a small discrete set of speeds, and in
this paper, we solve the problem of computing the energy optimal
speed profile of such a device, for a single task.

The scheduling algorithms proposed by Weiser et al. [24] sug-
gested that the energy optimal policy would scale down the proces-
sor speed to the minimum feasible speed (the “just-in-time” princi-
ple). For a processor with discrete speed sets, Ishihara and Yasuura
[12] showed that if V ∗ is the optimum voltage assuming a contin-
uous set of speeds is available, then, the two immediate neighbors
of V ∗ in the actual discrete speed set of the processor constitute the
optimal speed profile. While the above results are intuitively ap-
pealing and form the basis of a large body of work that build on the
DVFS technique, they are in general, sub-optimal for modern pro-
cessors because they don’t account for static power components.

Using CMOS models for both dynamic and leakage components,
Martin et al. [15] and Jejurikar et al. [13] computed the optimal
supply voltage and body bias voltage for a DVFS processor. Their
results suggest that the lowest speed is not necessarily energy opti-
mal. More general results can however be obtained by noting that
the power-speed relationship is often convex. Irani et al. [10] and
Lorch et al. [14] model the power-speed relationship as a convex
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function. As convex functions are not defined for discrete speed
sets, a different approach is needed that can model not only pro-
cessors, but other commonly used devices that only have discrete
speeds. Based on a CMOS power model, Miyoshi et al. [16] pro-
posed the critical power slope criterion to identify the energy effi-
cient operating points of a DVFS processor with discrete speeds.

Our work is closest to the latter work and that of Ishihaara and
Yasuura [12], and makes the following contributions: (i) We derive
an analytical solution to the single device energy optimal speed
control problem. (ii) Our model of a device is sufficiently general
that the proposed speed control method can be applied to a wide
range of devices. (iii) The method is applicable to both discrete and
continuous speed sets, accounts for energy overheads, and does not
require a functional form for the power-speed relationship. (iv) We
showed that each device has an intrinsic speed ωu (that depends
solely on its power-speed relationship) at which it consumes the
least energy per unit work done. (v) The final solution to this gen-
eral problem has a very simple form, but was proved to be optimal
after extensive analysis based on the properties of (discrete equiva-
lents of) convex and quasi-convex functions.

2. PROBLEM FORMULATION
A device is a system with an input variable ω called the speed

and an output variable P called the power. The integral of the power
P and the speed ω over a time interval are respectively defined as
the energy E consumed and the distance traversed θ over that pe-
riod. The distance traversed is a measure of the “work” done by a
device towards executing a given task. In a processor, for example,
the speed is the clock frequency,1 and the distance traversed corre-
sponds to the number of clock cycles executed in a given interval
while the device is in the active state while for a disk drive it is the
number of data units transferred. Similarly, in a disk drive, the an-
gular speed of the spindle motor is the speed while the number of
data units transferred in a given interval is the distance.

The device can exist in two states - the active state and the standby
state.2 A transition from the active state to the standby state incurs
a wakeup energy overhead of Ew, while the reverse transition in-
curs no overhead. A transition between any two speeds in the active
state causes a speed change energy overhead of Ec. It is assumed
that Ec ≤Ew and that any delays due to the wakeup or speed-change
transitions are much smaller than the deadlines of the tasks exe-
cuted on the device. The device speed in the standby state is zero
and useful work can only be done in the active state. In the active
state, the speed ω is an element of the speed set Ω = {ω1, . . . ,ωN},
where 0 < ω1 < .. . < ωN ,N ≥ 2 is the number of supported speeds.
For convenience, we define now the index set K as {1, . . . ,N}. The
left neighbor lΩ(ω) of an arbitrary speed ω is the greatest speed
that is less than or equal to ω and lies in Ω. The right neighbor
rΩ(ω) can be similarly defined. The pair (lΩ(ω),rΩ(ω)) are called
the neighboring speeds of ω.3

We observed the relationship between the power and the speed
for a number of commercial processors [7, 9, 8, 1] and for a recently
developed multi-mode hard drive [17]. Power-speed data for other
devices is not available in the public domain, as support for speed
control is still at the experimental stage for many of them. For the
devices we studied though, the power-speed relation was found to
satisfy the following property:

Consider any ωi,ω j ∈ Ω and any λ ∈ [0,1] such that the speed
ωk = ωiλ+ω j(1−λ) belongs to the speed set Ω. Let Pi, Pj and Pk

1As the voltage is changed in proportion to frequency, there is es-
sentially a single control variable.
2The idle state is a special case of a standby state.
3If rΩ(ω) = /0, then ω̄min > ωN and the problem has no solution.

be the device power consumption at speeds ωi, ω j and ωk, respec-
tively. Then, the following inequality holds Piλ + Pj(1−λ) ≥ Pk.
Our device model assumes that the power-speed function satisfies
this property, and we define such a power-speed function as a W-
convex function. Figure 1 shows an example of such a function.
The above property is a discrete version of a defining property of
convex functions – a chord drawn between two points on the curve
lies above all points of the curve between those two points. While
we could have the assumed that the power-speed relation is sim-
ply a “sampled” version of an underlying convex function, such an
assumption would be unnecessarily strong and may not be strictly
satisfied by existing processors.

ω1 ωi ω jωk ωN

Pi

Pj

Pk

λPi+(1−λ)Pj

P1

PN

λ1−λ
0

P

ω

Figure 1: An example of a W-convex function

A task is a specification of the amount of work to be done in
a given interval. Formally, a task (θ,T ) is defined as a require-
ment that θ units of distance be traversed by the device within a
time T . A speed profile over an interval [0,T ] is a description
of the speed ω(t) at each instant t ∈ [0,T ]. Without loss of gen-
erality, a speed profile can be represented by the set {t1, . . . , tN}
where 0 ≤ tk ≤ T,k ∈ K is the time for which the device is oper-
ated at speed ωk. The total time spent in the active state is called
the active time τ =

∑
k∈K tk ≤ T , and that in the standby state is

T − τ. The average speed ω̄ and the average power P̄ of a speed
profile are respectively defined as ω̄ =

∑
k∈K ωktk/

∑
k∈K tk, and

P̄ =
∑

k∈K Pktk/
∑

k∈K tk. The energy consumed by a speed profile
X is denoted as EX . The minimum average speed ω̄min(T ) of the
device for a given task (θ,T ) is defined as ω̄min = θ/T . But, τ≤ T
or θ/T ≤ θ/τ = ω̄ so that the average speed of a speed profile must
be no less than the minimum average speed for the task.

In general, the energy consumed by an arbitrary speed profile
consists of components expended during the active state, standby
state, speed change and wakeup. While the latter two components
make it difficult to obtain a closed form expression for the total en-
ergy, it is useful to first formulate the problem in the absence of
such overheads. Then, the energy consumed by an arbitrary speed
profile {t1, . . . , tN} for a task (θ,T ) is

∑
k∈K Pktk + Ps(T − τ) =∑

k∈K (Pk −Ps) tk +PsT . We can see that the last term in this equa-
tion is independent of the speed profile. Also, if Pk is W-convex, so
is Pk−Ps. We assume in the interest of clarity that each of the terms
Pk already includes the−Ps in it. The optimization problem for dis-
crete speed sets (in the absence of overheads) can be formally stated
as follows: mintk ,k∈K Pktk, subject to

∑
k∈K ωktk/

∑
k∈K tk ≥ ω̄min,

and
∑

k∈K tk ≤ T , and tk ≥ 0 ∀ k ∈ K.
The above formulation constitutes a linear program in N deci-

sion variables. While it is easy to solve numerically, we believe the
insight gained from an analytical solution is worth the extra effort.
Further, as the above formulation ignores overheads, the actual en-
ergy optimization problem (which we solve in this paper) is more
complex than a linear program, because it requires in general, the
use of unit step functions to model the overheads.
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3. ENERGY OPTIMIZATION TECHNIQUE
We now present a set of results that break down the above prob-

lem into simpler parts. (Their proofs have been omitted for lack of
space.) These results are then combined to obtain the energy opti-
mal speed policy. The following result shows that we only need to
consider speed profiles with one or two speeds to find the optimal
speed policy.

LEMMA 1. Consider a speed profile Y = {y1, . . . ,yN} such that
at least three of the yk,k ∈ K are nonzero, and another profile X =
{x1, . . . ,xN} such that at most two xk,k ∈ K are nonzero. If both
profiles cover the same distance in the same active time, EX ≤ EY .
Consider then, an arbitrary two-speed profile that employs the speeds
ωa and ωb for times ta and tb, respectively4 so that the active time
τ = ta +tb. Let λ = ta/τ, so that tb = (1−λ)τ. Note that as ta, tb ≥ 0,
we must have 0 ≤ λ ≤ 1. Now, let us define the energy function
E(a,b,λ),a,b ∈ K to be

E(a,b,λ) =
Paλ+Pb(1−λ)
ωaλ+ωb(1−λ)

=
Pata +Pbtb

θ
(1)

or the energy function is proportional to the objective function of
our optimization problem so that it is sufficient to minimize E.

Let us define the device Q-function as Qk = Pk/ωk ∀ k ∈ K.
LEMMA 2. Let a,b ∈ K and a < b (so that ωa < ωb). If Qa ≤

Qb, E(a,b,λ) is monotonically non-increasing in λ, otherwise, it is
monotonically non-decreasing in λ, for all 0 ≤ λ ≤ 1.

COROLLARY 1. Let a,b∈K and a < b. Then, E(a,b,λ) is min-
imized either at λ = 1 (if Qa ≤ Qb) or at λ = 0 (if Qa ≥ Qb).
From (1), it follows that the Q-function value at a particular speed
ωk is equal to the energy function of the single speed profile ωk.
The speed that minimizes the Q-function over the device’s speed
set is called the unconstrained optimum speed ωu and a policy
that uses the single speed ωu is called the unconstrained optimum
speed policy.

ωu ωl ωr

ω̄min

Speed ω

Q
-fu
nc
tio
n

Q
(ω

)

Non-
increasing

Non-
decreasing

Figure 2: An example of the Q-function

LEMMA 3. Let i, j,k∈K and i < j < k. Then, Q j ≤max(Qi,Qk).
COROLLARY 2. Let i ∈ K. Then, Qi is monotonically non-

decreasing in i for i ≥ u and non-increasing in i for i ≤ u.
The above result shows that the Q-function is monotonic on either
side of the unconstrained optimum speed5 (see Figure 2).

LEMMA 4. If the average speed of a device’s speed profile was
constrained to equal a given value ω̄ that is greater than the min-
imum feasible speed ω̄min, the optimum speed profile would be a
convex combination of the two neighboring speeds of ω̄.

4A one speed policy is a particular case with either ta or tb set to 0.
5A property shared by quasi-convex functions [2].

The following lemma deals with the tradeoffs between active en-
ergy, standby energy and the energy overheads.

LEMMA 5. Consider a two-speed profile X whose average speed
equals ω̄min = θ/T (no wakeup overhead but with a speed-change
overhead), and a one-speed profile Y with speed ωk > ω̄min (with
wakeup but no speed-change overhead). Let P̄X be the average
power of X, and Qk be the device Q-function value for speed ωk.
Then EX ≤ EY if and only if ω̄min > ωu or P̄X T +Ec ≤ θQk +Ew.
The next result now shows that the optimal value of ω̄ is simply the
minimum average speed ω̄min.

LEMMA 6. If ω̄min > ωu, the optimum speed profile chooses its
speeds such that the average speed ω̄ = ω̄min.
Thus, the optimal speed profile chooses the two speeds lΩ(ω̄min)
and rΩ(ω̄min) that are the neighbors of the minimum average speed,
so that λ∗, the proportion of the active time that speed lΩ(ω̄min) is
used for is given by

λ
∗ =

rΩ(ω̄min)− ω̄min

rΩ(ω̄min)− lΩ(ω̄min)
(2)

Such a speed policy is called the minimum feasible speed pol-
icy. The active energy consumption of the latter policy is given
by Plλ

∗T + Pr(1−λ∗)T , while that of the unconstrained optimum
speed policy is given by Puτ = Puθ/ωu = Quθ. Defining the differ-
ence in the active energies as

A(θ,T ) = Pl
ωr −θ/T
ωr −ωl

T +Pr
θ/T −ωl

ωr −ωl
T −Quθ, (3)

the energy optimal speed policy is given by the following theorem.
THEOREM 1. If ω̄min(θ,T ) > ωu or A(θ,T )≤ Ew−Ec, the en-

ergy optimal speed policy is the minimum feasible speed policy,
otherwise, it is the unconstrained optimum speed policy.
This result shows that if the unconstrained optimum speed policy
is infeasible, the optimum policy is simply the minimum feasible
speed policy. Even if the unconstrained optimum speed policy is
feasible though, it is optimal only if the improvement in the active
energy A over the minimum speed policy is sufficiently large to
offset the additional overhead Ew −Ec it incurs. In the absence of
overheads the optimum speed policy simply reduces to the follow-
ing: if ω̄min > ωu, use the minimum feasible speed policy, else, use
the unconstrained optimum speed policy.

4. RESULTS FOR PROCESSOR DVFS

Figure 3: Normalized processor power plots
Due to the lack of space, we have omitted the results for disk

drives. We obtained the power-frequency data for four commercial
processors supporting either DVFS or Dynamic Frequency Scaling
(DFS): Intel PXA 263 [9], Intel Pentium M [8], Mobile AMD Sem-
pron [1] and the Intel Strongarm SA100 [18] (Figure 3). All four
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Figure 4: Normalized processor Q-function plots

power functions were found to be W-convex. Figure 4 shows the Q-
functions for these processors. From the figure, we can see that the
unconstrained optimum speeds for the PXA, Pentium-M, Sempron
and Strongarm are 400 MHz (highest frequency), 800 MHz (sec-
ond smallest frequency), 800 MHz (lowest frequency), 73.7 MHz
(second lowest frequency), respectively. For the three processors
except the Sempron, we can expect energy improvements over the
current speed policy because their unconstrained optimum exceeds
their least supported speed. We compare the energy consumption

Figure 5: Energy improvement over current DVFS policy
due to the proposed policy with the current policy for DVFS, which
is to use the current policy simply uses the minimum speed policy
for all values of ω̄min. For a generic workload expressed in terms of
processor utilization, energy improvements of up to 9%, 16% and
10% were observed for the PXA, Pentium M and the Strongarm,
respectively (Figure 5). As expected, the Sempron shows no im-
provements. Not all processor manufacturers provide information
about the power-frequency values in their data sheets - higher en-
ergy improvements than those shown above may indeed be possible
for several commercial processors. These results show we can do
better than the current practice of just-in-time speed scaling, and
this only requires power-speed data for the processor.

5. CONCLUSION
An analytical solution was obtained for the problem of finding

the energy optimal speed profile of a generic device executing a
single given task. The solution chooses either of two simple speed
policies based on the energy overheads of the device and the rela-
tive magnitudes of its unconstrained optimum speed ωu (found by
measurements/data sheets) and the minimum feasible speed ωmin
of the given task (which can be expressed analytically in terms of
the task parameters). Unlike previous solutions to similar problems
(DVFS in particular), the proposed method is applicable to any de-
vice with a W-convex power-speed relationship P(ω) and does not

require a closed form expression for P(ω). The proposed approach
has the following consequences for dynamic energy optimization or
energy-aware system design: (i)A DVFS chip can be designed to
find its optimum speed by performing a few power measurements
for known benchmarks. This general method would work then, for
any chip, regardless of manufacturing technology or process vari-
ations. (ii) The simple analytical and nature of the solution can
be used to solve more complex problems. For example, we have
been able to use the proposed framework to find the energy optimal
speed profile for a pair of generic interacting devices [21]. We in-
tend to extend the proposed speed control methodology further for
networks of interacting components, and for battery lifetime opti-
mization (instead of just energy minimization).
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