Chapter 5

Conclusions, and recommendations towards edit and imputation strategies
Introduction

The Euredit project was based on real data and real problems encountered in editing and imputation of official statistical data, and had six objectives underpinning its research activity in this area:

1. To establish a standard collection of data sets for evaluation purposes
2. To develop a methodological evaluation framework and develop evaluation criteria
3. To establish a baseline by evaluating currently used methods.
4. To develop and evaluate a selected range of new techniques.
5. To evaluate different methods and establish best methods for different data types.

6. To disseminate the best methods via a software CD and publications.

The fifth objective, perhaps the most important to users, is also the most ambitious, and is the main topic of this chapter. The other outcomes are discussed in other chapters of this volume. In an ideal world the series of experiments conducted in the course of the project would enable the identification of general procedures for editing and imputation of statistical data that would be “best” across a wide variety of data types, including census data, business survey data, household survey data and time series data. Not unexpectedly, the conflicting requirements and data types implicit in these different data scenarios meant that it was impossible to find a “one size fits all” solution to the many different editing and imputation problems posed within them. In real life situations it is likely that a mixture of solutions will be needed, tailored to characteristics of the dataset being processed. Overall the Euredit project was very productive, achieved most of its objectives, and many important lessons were learnt in the process of carrying out the research, developing new methods, and in the evaluation stages. The aim of this Chapter is to summarise these lessons and to make recommendations, both for future research in this area as well as, more importantly, practical application of the various edit and imputation methods investigated in the project.

The edit and imputation methods evaluated in Euredit

Chapter 3 contains a description of the various editing and imputation methods evaluated in the Euredit project. In Tables 5.1a (edit methods), 5.1b (imputation methods), 5.1c (outlier-robust methods) we set out a summary classification of these methods according to a number of their key operating characteristics. POEM in Table 5.1c could also be included in 5.1b since it could be applied equally without an outlier indicator – it is in fact a nearest neighbour method with the feature that the distance is based on the variables to be imputed and not only on auxiliary variables. The only restriction is that the variables have to be continuous.   Most editing methods studied were also capable of performing automatic imputations when errors were found. Methods varied in terms of whether logical edit and imputation rules need to be specified in advance, whether tuning parameters need to be supplied, whether a training dataset is required, whether the data need to be transformed pre and post processing, the types of data the method can handle, and in terms of the level and type of expertise that is required. 

	Table 5.1a: Characteristics of methods evaluated in EUREDIT: edit and combined edit/imputation methods

	
	METHOD
	CANCEIS
	SCIA
	GEIS
	MLP neural networks
	SOM/ NDA 
	CMM
	IMAI
	Cherry Pie

	Is it:
	
	
	
	
	
	
	
	

	
	An edit method?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	An imputation method?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	No

	
	Based on Fellegi-Holt?
	No
	Yes
	Yes
	No
	No
	No
	No
	Yes

	Does method cover:
	
	
	
	
	
	
	
	

	
	Logical edit rules?
	Yes
	Yes
	Yes
	No
	See11
	No
	No
	Yes

	
	Logical imputation rules?
	Yes
	Yes
	Yes
	No
	See12
	No
	No
	No

	Does method require:
	
	
	
	
	
	
	
	

	
	Pre-specified edits?
	Yes
	Yes
	Yes
	No
	No
	No
	No
	Yes

	
	Pre-specified parameters?
	No
	No
	Yes
	Yes
	No
	No18
	No
	No

	
	Which parameters?
	N/A
	N/A
	See 5
	See 8
	See13
	See19
	N/A
	N/A

	
	Pre-specified imputation rules
	Yes
	Yes
	Yes
	No
	No
	No
	No
	N/A

	
	Other pre-specified imputation parameters
	Yes
	Yes3
	No
	No
	No
	See20
	No
	N/A

	
	Training sample with raw values
	No
	No
	No
	Yes
	No
	No
	No
	No

	
	Training sample with target values
	No
	No
	No
	Yes
	No
	No
	No
	No

	
	Pre-process scaling of data?
	Yes1
	Yes4
	No
	Yes
	Yes
	No
	Yes
	No

	
	Other pre-process transformation of data?
	Yes2
	No
	Yes6
	Yes10
	See 14
	See21
	Yes
	No

	
	Post process rescaling of data?
	No
	No
	Yes7
	Yes
	See 15
	No
	No
	No

	
	Post process other transformation of results?
	No
	No
	No
	No
	No
	No
	No
	No

	
	Methodological experts?
	Yes
	Yes
	Yes
	Yes
	See 16
	No
	Yes
	No

	
	IT experts?
	No
	No
	Yes
	No
	See 17
	No
	No
	No

	Does it operate:
	
	
	
	
	
	
	
	

	
	Sequentially for each  variable?
	No
	No
	No
	Yes
	No
	Yes
	Yes
	No

	
	Simultaneously for set of variables?
	Yes
	Yes
	Yes
	Yes9
	Yes
	Yes
	No
	Yes

	Types of variables dealt with:
	
	
	
	
	
	
	
	

	
	Categorical, nominal variables?
	Yes
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Categorical ordinal variables?
	Yes
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Continuous variables?
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes


Footnotes

1. Missing value cannot be represented by a blank

2. Data must be split into strata and imputation groups; the household head variables must be located in first position

3. Yes optionally: Key variables, auxiliary matching variable, degree of fixity of the variables, marginal variables, max no of times that each donor can be used, max size of donor record

4. The system requires positive integer coded data

5. Variable weights, max cardinality of solutions, data groups/edit groups, matching variable, max no of times that each donor can be used, max allowed time to find solutions, Hiroglou-Berthelot algorithm parameters

6. Data translation in order to avoid negative values

7. If data have been translated in order to avoid negative values, back transformation of data is required

8. Network topologies (no of hidden layers, no of neurons per layer, error function, activation function, training rate, stopping criteria etc.

9. Yes but it is time and resources consuming

10. Possible preparation of error indicators for the training phase

11. SOM does not need, but it can be used with edit rules

12 SOM does not need but it can be used with imputation rules

13. Always: number of neurons, selection of variables, Imputation: method and related parameters (if any), Editing: sigma1 and sigma2 (for robustness)

14. Depends on the data set

15. Depends on the data set

16. Some understanding is recommended 

17. Depends on the software implementation used

18. Parameters determined automatically by system, but can be overridden by user.

19. K (the number of neighbours for K-NN processing), also the number of quantisation bins. Parameters determined automatically by system. User can override these. 

20. Five “modes” for imputation are available. Default mode selected by system generally gives good results. 

21. Data is represented in a CMM binary neural network to allow fast identification of similar matching records.

	Table 5.1b: Characteristics of methods evaluated in EUREDIT: imputation methods

	
	METHOD
	DIS
	Multi-variate regression 
	Hot-deck ratio
	Hot-deck donor
	EC System
	Censor-ing
	EM
	Time Series methods1
	SVM

	Is it:
	
	
	
	
	
	
	
	
	

	
	An edit method?
	No
	No
	No
	No
	No
	No
	No
	No
	No

	
	An imputation method?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Based on Fellegi-Holt?
	No
	No
	No
	No
	No
	No
	No
	No
	No

	Does method cover:
	
	
	
	
	
	
	
	
	

	
	Logical edit rules?
	No
	No
	No
	No
	No
	No
	No
	No
	No

	
	Logical imputation rules?
	No
	No
	Yes
	No
	Yes
	No
	No
	No
	No

	Does method require:
	
	
	
	
	
	
	
	
	

	
	Pre-specified edits?
	No
	No
	No
	No
	Yes
	No
	No
	No
	No

	
	Pre-specified parameters?
	No
	No
	No
	No
	No
	No
	Yes
	Yes
	No

	
	Which parameters?
	N/A
	N/A
	N/A
	N/A
	N/A
	N/A
	Max iterations
	See 2
	N/A

	
	Pre-specified imputation rules
	No
	No
	No
	No
	No
	No
	No
	No
	No

	
	Other pre-specified imputation parameters
	No
	No
	No
	No
	No
	No
	No
	Yes -see 2
	No

	
	Training sample with raw values
	No
	No
	No
	No
	No
	No
	No
	No
	Yes

	
	Training sample with target values
	No
	No
	No
	No
	No
	No
	No
	No
	Yes

	
	Pre-process scaling of data?
	No
	No
	No
	No
	No
	No
	Yes
	No
	Yes

	
	Other pre-process transformation of data?
	No
	No
	No
	No
	No
	No
	No
	Yes3
	Yes7

	
	Post process rescaling of data?
	No
	No
	No
	No
	No
	No
	Yes
	No
	Yes

	
	Post process other transformation of results?
	No
	No
	No
	No
	No
	No
	No
	Yes4
	Yes 

	
	Methodological experts?
	Yes
	Yes
	Yes
	Yes
	No
	Yes
	Yes
	Yes5
	No

	
	IT experts?
	No
	No
	No
	No
	No
	No
	No
	No
	No

	Does it operate:
	
	
	
	
	
	
	
	
	

	
	Sequentially for each variable?
	No
	No
	No
	No
	No
	Yes
	No
	No
	Yes

	
	Simultaneously for set of variables?
	Yes
	Yes
	Yes
	Yes
	Yes
	No
	Yes
	Yes6
	No

	Types of variables dealt with:
	
	
	
	
	
	
	
	
	

	
	Categorical, nominal variables?
	Yes
	No
	No
	Yes
	Yes
	No
	Yes
	No
	Yes

	
	Categorical ordinal variables?
	Yes
	No
	No
	Yes
	Yes
	No
	Yes
	No
	Yes

	
	Continuous variables?
	Yes
	Yes
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes


Footnotes
1. LVCF, R1, NP100,MARX1, AR5X, MLP, BSBASE, BSLVCF, BSEM, BSMLP
2. Choice of covariates, choice of dependent variables, and choice of training set and number of intermediate nodes in the case of MLP and BSMLP

3. Yes, log returns of each time series

4. Yes, inverse log returns with consistency checking

5. Yes, except for the LVCF method

6. No, but all methods impute sequentially over time. The R1, NP100, MARX1 and BSEM impute simultaneously for a set of variables

7. SVM requires normalisation of scalar independent variables and the target variable if it is scalar. Categorical independent variables may require 1 of n encoding (also known as design variables).  
	Table 5.1c: Characteristics of outlier robust edit/imputation methods evaluated in EUREDIT

	
	METHOD
	TRC/

POEM
	BEM/

POEM
	EA/

POEM
	Univariate

WAID
	Mutivariate

WAID
	Forward

Search/

Regression

Imputation

	Is it:
	
	
	
	
	
	

	
	An edit method?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	An imputation method?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Based on Fellegi-Holt?
	No
	No
	No
	No
	No
	No

	Does method cover:
	
	
	
	
	
	

	
	Logical edit rules?

	No
	No
	No
	No
	No
	No

	
	Logical imputation rules?
	No
	No
	No
	No
	No
	No

	Does method require:
	
	
	
	
	
	

	
	Pre-specified edits?
	No
	No
	No
	No
	No
	No

	
	Pre-specified parameters?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Which parameters?
	Tuning
	Tuning
	Tuning
	Tuning
	Tuning
	Tuning

	
	Pre-specified imputation rules
	No
	No
	No
	No
	No
	No

	
	Other pre-specified imputation parameters
	No
	No
	No
	No
	No
	Yes


	
	Training sample with raw values
	No
	No
	No
	No
	No
	No

	
	Training sample with target values
	No
	No
	No
	No

	No

	No

	
	Pre-process scaling of data?

	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	Other pre-process transformation of data?
	No
	No
	No
	No
	No
	No

	
	Post process rescaling of data?
	No
	No
	No
	No
	No
	No

	
	Post process other transformation of results?
	No
	No
	No
	No
	No
	No

	
	Methodological experts?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	IT experts?
	No
	No
	No
	No
	No
	No

	Does it operate:
	
	
	
	
	
	

	
	Sequentially for each  variable?
	No
	No
	No
	Yes
	No
	Yes

	
	Simultaneously for set of variables?
	Yes
	Yes
	Yes
	No
	Yes
	No

	Types of variables dealt with:
	
	
	
	
	
	

	
	Categorical, nominal variables?
	No
	No
	No
	No
	No
	No

	
	Categorical ordinal variables?
	No
	No
	No
	No
	No
	No

	
	Continuous variables?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes


Euredit experimenters were asked to apply all methods to all datasets except where the method was inappropriate to that type of data. The datasets are described in Chapters 2 and 4, and the methods are described briefly in Chapter 3. Each experiment produced results for a number of variables, so there were many different results to analyse and synthesise. Table 5.2 shows how many experiments (in alphabetic order of method) were conducted for each method/ dataset combination – altogether 191 experiments were run. As can be seen not all methods were applied to all datasets used in the Euredit experiments. Many of the methods were specifically tailored to address particular types of editing and imputation situations. Thus, because the outlier robust methods TRC+POEM, EA+POEM, BEM+POEM were developed for error identification and imputation in outlier contaminated data, and were only used in the experiments based on the ABI and EPE datasets. Conversely, other methods like DIS and SVM are specifically for missing data imputation, and were therefore not appropriate for situations where data editing is required. The dataset specific reports in Chapter 4 only discuss the methods that were used with each of the different datasets - the experiments and results are described in full in volume 2 (Methods and Experimental Results from the Euredit Project).

Table 5.2 Euredit experiments by method and dataset (number of experiments)

	
	Dataset
	
	
	
	
	
	
	
	
	
	
	

	Method
	ABI Y2
	ABI Y3
	DLFS Y2
	EPE Y2
	EPE Y3
	GSOEP
	OPT Y2
	OPT Y3
	SARS Y2
	SARS Y3
	Shares Y2
	Shares Y3
	Grand Total

	BEM + POEM 0.0 
	
	6
	
	
	
	
	
	
	
	
	
	
	6

	Black-Scholes pricing
	
	
	
	
	
	
	4
	4
	
	
	
	
	8

	CANCEIS/SCIA editing
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	CANCEIS/SCIA imputation
	
	
	
	
	
	
	
	
	1
	1
	
	
	2

	CMM DKN error localisation
	
	8
	
	
	4
	
	
	
	
	
	
	
	12

	CMM imputation 
	2
	1
	5
	2
	
	2
	
	
	1
	
	
	
	13

	DIS imputation
	1
	1
	2
	1
	1
	1
	
	
	1
	
	
	
	8

	EA + POEM 
	
	10
	
	
	1
	
	
	
	
	
	
	
	11

	Fellegi-Holt mulitivariate regression imputation& hot deck donor imputation
	
	2
	
	
	1
	
	
	
	
	
	
	
	3

	GEIS editing
	
	1
	
	
	
	
	
	
	
	
	
	
	1

	GEIS imputation
	1
	1
	
	
	
	
	
	
	
	
	
	
	2

	IMAI (+SOM for AGE)
	
	
	
	
	
	
	
	
	1
	
	
	
	1

	IMAI +RBNN
	
	
	2
	
	
	
	
	
	
	
	
	
	2

	IMAI logistic for editing
	
	1
	
	
	
	
	
	
	
	
	
	
	1

	IMAI loglinear + RBNN
	
	
	1
	
	
	2
	
	
	
	
	
	
	3

	IMAI loglinear, two-step 
	1
	
	
	
	
	
	
	
	
	
	
	
	1

	Last value carried forward imp
	
	
	
	
	
	
	1
	1
	
	
	1
	1
	4

	MLP
	4
	8
	10
	
	
	
	
	
	1
	1
	
	
	24

	MLP editing
	
	
	
	
	
	
	
	
	
	1
	
	
	1

	Multivariate autoregression imputation 
	
	
	
	
	
	
	
	
	
	
	2
	2
	4

	Multivariate regression imputation and hot deck donor imputation
	2
	
	
	2
	
	
	
	
	
	
	
	
	4

	MWAID(Multivariate WAID) 
	
	1
	
	
	
	
	
	
	
	
	
	
	1

	NDA nearest neighbour
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	Non-parametric multivariate regression 
	
	
	
	
	
	
	
	
	
	
	1
	1
	2

	Random real-donor without replacement
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	Regression imputation
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	SOLAS regression + hot deck
	1
	
	
	
	
	
	
	
	
	
	
	
	1

	SOLAS/hot deck
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	SOLAS/predicted mean
	
	
	1
	
	
	
	
	
	
	
	
	
	1

	SOM
	5
	4
	7
	2
	
	4
	
	
	4
	6
	
	
	32

	SVM
	5
	2
	3
	
	1
	
	
	
	5
	3
	
	
	19

	TRC + POEM
	
	6
	
	
	1
	
	
	
	
	
	
	
	7

	Univariate Forward Search
	1
	4
	
	
	1
	
	
	
	
	
	
	
	6

	Univariate autoregression impn 
	
	
	
	
	
	
	
	
	
	
	1
	1
	2

	Univariate multi-layer perceptron imputation
	
	
	
	
	
	
	
	
	
	
	1
	1
	2

	Univariate WAID imputation
	1
	2
	
	
	1
	
	
	
	
	
	
	
	4

	Grand Total
	25
	57
	35
	7
	9
	9
	5
	5
	14
	13
	6
	6
	191


What messages came out of the different Euredit experiments?

The results from the Euredit experiments summarized in Chapter 4 clearly indicate that no one method works best in all situations, with the “best” approach being generally data set specific, and often depending on the type of variable being edited and/or imputed. In particular, within any dataset there are usually a number of different problems - e.g. depending on the scale of measurement of the variables of interest (nominal/ordinal/ continuous), existing dependencies between variables, degree and type of missingness, etc. The best method in any particular situation usually capitalised on the structure of the data and on available knowledge about the nature of the error generation process and the missingness mechanism. However some general conclusions can still be reached for each of the six datasets examined.

ABI dataset: This dataset was meant to be a typical output from a business survey application. Because of the presence of large numbers of outliers in this dataset, outlier robust methods for editing and imputation performed best, particularly robust regression tree-based error detection and outlier robust regression methods. In addition, carefully applied non-robust multivariate regression methods as well as more automatic outlier robust TS-SOM methods also worked well. Methods that performed well took advantage of the fact that both the “correct” and error-contaminated ABI data structures were clearly linear after a log transform. In this case the soft edits used to characterise potential ABI errors were not particularly useful since there was a lot of “internal” information in the ABI dataset about values that were inconsistent with the majority and hence clear candidates for editing.

EPE dataset: This dataset contained many zero values punctuated by the occasional “wild” value and so was very difficult to model automatically. In addition there was a very limited training dataset so that methods that rely on the information about the error generation and missingness mechanisms provided by such training data did not do well in this experiment. Consequently the more automatic error detection and imputation methods did not do well in this experiment. Instead, classical hot deck and multivariate regression methods, combined with logical edit restrictions, performed much better.

DLFS dataset: This was a single (continuous) variable - income. It was used for  “imputation-only” experiments. TS-SOM methods generally worked well with this data set, as did versions of the MLP, CMM and SVM neural network-based methods. However, this performance was not uniform, with these methods in some cases doing no better than conventional regression-based approaches.

SARS dataset: Unlike the previous three datasets, this dataset consisted mainly of categorical variables, with only a few continuous variables (age and number of rooms in the house). Consequently linear model-based methods for editing and imputation were inappropriate in many cases. Here nearest neighbour methods like CANCEIS, when combined with Felligi-Holt methodology (SCIA), performed well generally, while for imputation the neural net-based methods SVM, CMM and MLP also performed reasonably, as did simple regression imputation for continuous variables like age. The TS-SOM method did not work well for this dataset.

GSOEP dataset: This dataset differed from those described above in that it corresponded to data obtained in a panel study carried out over a number of years. In addition, this was another “imputation only” dataset with only income missing. As such, there was a rich set of both temporal and cross-sectional covariate information that could be exploited for imputing these missing values, and it was not surprising to see a method like IMAI, which specifically uses a statistical modelling approach to exploit longitudinal covariate information, perform well with this dataset.

Time Series datasets: These datasets were quite different from the census/survey-based datasets described above. Here the data were different types of financial time series, containing both missing values as well as introduced outliers. The focus was on imputing the missing values, however, rather than editing per se. Because of the specialised nature of these time series, some of the imputation techniques used were very specific to the type of financial “instrument” that defined the series. However, the underlying principles were still essentially those associated with general-purpose imputation methods like nearest neighbour (in this case expressed as Last Value Carried Forward, LVCF), regression modelling and neural nets. Note however, that robust statistical modelling methods were not used. Given this, it was not surprising to see that the simple LVCF-based methods worked well, particularly with outlier contaminated data.

The above synopsis illustrates a general principle that applies to editing and imputation. Methods that make full use of the available data about the error and missingness generating mechanisms can be expected to generally do better than those that don’t. In the Euredit experiments this required considerable background knowledge and careful analysis by the person(s) implementing the method. It also required the method to conform to the data being edited/imputed. Methods applied as “black boxes” (e.g. CMM) sometimes worked quite well (e.g. SARS, GSOEP), but generally were not impressive in terms of their edit and imputation performance. Where these methods come into their own is in situations where a minimum amount of pre-processing of the unedited data is required and a truly “automatic” method of operation is necessary. The cost of such “ease of use” is inevitably a drop in editing and imputation performance.

How useful were pre-specified edits?

An interesting question that arose during the Euredit project was the utility of the edits associated with a particular data set. These were edits that in most cases were in active use in the survey from which the data set was obtained, and often expressed “expert beliefs” about the credibility or otherwise of individual data values collected by these surveys. Hard or “logical” edits were a necessary part of the implementation of Felligi-Holt editing methodology (e.g. SCIA) but were not necessarily pre-programmed into other more automatic editing methods. Such edits included consistency edits for component variables. Soft edits, sometimes referred to as query edits or non-fatal edits, were a necessary part of the imputation process for some methods (e.g. methods like CANCEIS that restrict donor selection on the basis of such edits) while for others (the neural net and model-based methods) these edits were essentially irrelevant, with donors identified via comparisons within the dataset being edited. Our conclusions are somewhat ambivalent here. Consistency edits were extremely useful generally (e.g. multivariate regression imputation for component variables in EPE). However, inclusion of soft edits did not always improve results, and sometimes made things much worse by essentially identifying virtually every case in a dataset as a potential error.

How realistic were the Euredit experiments?

Another issue that needs to be kept in mind when evaluating the results of the Euredit project was the degree of realism associated with the various experiments. Chapter 2 describes the methods used to construct the datasets used in the various Euredit experiments. While the data used were real data, errors for most datasets were generated randomly since the original unedited data were not available. An attempt was made to mimic the proportions of errors found in the original data where these were known. For the DLFS and EPE data the patterns of missing values were genuine, but for the other datasets missing values were generated randomly. Thus in most cases these resulted in the introduction of errors and missing data under what would be classified as a “completely at random” mechanism, but there is no particular reason why such a mechanism should operate in real life. In fact, it seems more reasonable to expect that reality will be quite a lot more complicated. For example, in the ABI dataset errors were mainly introduced by the multiplication of randomly chosen data values by a fixed constant. On a logarithmic scale this shows up clearly as linear “banding” of the data. Such simple error structures are typically not apparent in real business survey data, where errors are generated by a large number of different mechanisms. Thus it is likely that the methods identified as “best” for different datasets within Euredit are only best relative to the relatively simple error generation mechanisms investigated by Euredit. Unfortunately, within a project like Euredit, it is only possible to examine a limited set of error generation and missingness mechanisms. Ideally unedited data exactly as originally collected should have been used to represent real errors, but unfortunately statistical offices have rarely kept such raw data in the past, although practices are changing. The results produced by Euredit should therefore only be taken as a guide, rather than a prescription.

How important are training datasets for “calibrating” editing and imputation systems?

Good training data is required for some methods but not others. In real data collections very careful manual editing is required to produce such training data, often involving re-interviewing respondents. Because of the high costs, only small training datasets are normally available. However important information can be obtained in the course of undertaking such exercises, so that the work put into assembling training data is often well worth the effort in terms of understanding the error generation and missingness mechanisms. This is particularly true if optimisation with respect to any of the evaluation criteria used in the Euredit project is an important objective. These criteria (see Chapter 2) are based on the assumption that carefully edited and imputed data are available so that a “before and after” analysis can be carried out.

How important is analysis of the data before editing and imputation?

A clear outcome of the Euredit project is that the more information one uses in building an edit and imputation system, the better it will perform – provided the assumptions extracted from this information continue to remain valid. This is especially true of systems built on statistical models for the data, including models for the error generation and missingness mechanisms. Consequently data should always be analysed (even if only via visual examination) prior to editing and imputation, and tuning parameters checked for continuing validity. This in turn constrains the complexity of the system for more general use – only experts who understand their operating characteristics and the corresponding sensitivity to deviations from assumptions can properly monitor highly complex systems. In general, naïve users will not be able to get maximum benefit from complex systems. In such situations it may be better to put simpler, less efficient, systems in place with proper diagnostics for monitoring. Fortunately, many of the editing and imputation methods investigated by Euredit can be set up to run in “default” mode for any particular application. However, the performances of these methods in such situations have not been explicitly investigated within Euredit, and are probably best evaluated on an application-specific basis.

What promising new techniques have emerged?

A number of promising new approaches to automatic data editing and imputation have emerged in the Euredit project. These include:

· the WAID algorithm (univariate and multivariate versions) for building robust regression tree models for error detection in highly skewed business survey data;

· robust multivariate outlier detection methods like Bacon-EM, Transformed Rank Correlation and Epidemic Algorithm;

· robust TS-SOM models for automatic editing and imputation in a wide variety of survey data applications;

· neural net methodology like MLP for imputation of missing data across a wide range of situations;

· fast automatic clustering algorithms like Correlation Matrix Memory (CMM) for handling imputation in very large datasets with minimal user intervention;

· Support Vector Machine (SVM) methodology for missing data imputation with categorical data;

· outlier robust imputation methods like POEM and robust reverse calibration.

However, the Euredit project has also identified the fact that these methods do not work well everywhere or equally well as far as editing and imputation are concerned. For example, WAID tree models work efficiently to detect significant errors in business survey data, but random donor methods based on these tree models perform indifferently when used for missing data imputation. Similarly SVM works well for imputation with well-behaved data, but can fail when outliers are introduced into these data. In some cases the new imputation methods actually performed worse than “tried and true” imputation methods like nearest neighbour and simple regression.

What edit and imputation issues were not covered by the Euredit project?

The most important issue not investigated by the Euredit project was the capacity to link the random imputation (both for missing values as well as identified errors) methods investigated by Euredit with multiple imputation methodology (Rubin 1987, 1996), see also http://www.stat.psu.edu/~jls/mifaq.html. The focus in Euredit was on the “quality” of the imputed values produced rather than on systems for assessing the extra uncertainty introduced by the imputation process. MI represents a possible way of building that assessment into data processing systems that require missing data be imputed. However, it is not clear whether all the various imputation methods investigated within Euredit satisfy the assumptions underpinning the validity of MI-based inference, which is typically model-based. This is an area for further research. In particular, evaluation of MI versions of the Euredit imputation methods would require a large-scale simulation exercise not unlike that attempted within the DACSEIS project (see http://www.dacseis.de/ ).

An extremely important practical issue for any data editing system is how to structure the editing process so that only “significant” errors are modified. This is the concept of significance-based editing. Many of the editing methods developed in the Euredit project are based on such measures of significance. However, no attempt was made to try to incorporate these methods into a significance-based editing process, or to evaluate how they would perform in this case. We expect that any practical implementation of these methods will require this type of modification.

Another important issue not covered in Euredit datasets except the DLFS and EPE survey,  referred to briefly above, is the absence of any error generation or missingness mechanisms that are not “completely random” and hence ignorable. In real life there is strong evidence that errors and missing data are not randomly distributed. For example, it is well known that non-response tends to be associated with particular population subgroups, and there is no reason to believe that errors do not behave similarly. An important question then arises as to the sensitivity of the various editing and imputation methods investigated in Euredit to the presence of non-ignorable error generation and missingness mechanisms. This remains an area for further research.

Finally, given an editing and imputation system based on one or more of the methods investigated in the Euredit project, the question arises as to how one defines appropriate criteria that can be used to judge whether the system is actually performing as it should (e.g as indicated by the training data). This is an important practical problem. For example, suppose the error identification rate for a particular variable was 10% in the training data, but is observed to be much higher in the actual data. Does this mean the “model” underpinning the error identification process no longer holds? Or does it mean that the error generation process is just generating a lot more errors? Developing simple diagnostics that can be used to distinguish between these two explanations remains an open problem.

Were there other key lessons learned by participants in the Euredit project?

The participants in the Euredit project were asked to identify what they believed were key lessons learnt from their participation in the project. Aside from lessons relating to the performance of the methods they developed and applied (which are set out in the relevant Chapters in Volume 2: Methods and Experimental Results, on the accompanying CD), they also commented on general lessons learnt from participation in the project. To a large extent these comments have been summarized in the preceding text. However, there were a number of comments that bring out issues not covered there and are therefore worth repeating.

· No general advice can be given which would stand up to every condition in practice. Before the application of any method it has to be tested carefully for the situation and the objectives of the problem at hand. Methods should not be applied to cases for which they have not been designed. For instance, a Fellegi-Holt method is designed to detect stochastic errors, not to detect systematic errors. For systematic errors a separate method designed to detect such errors should be applied. In practice, an edit and imputation system should therefore consist of several methods, each designed for a certain kind of errors or missing values.

· It is important that the models involved in many of the methods used in the Euredit project are thoroughly checked, for example via some type of cross-validation and/or simulation. This is especially the case for methods that need a training data set to develop the model. In this case data cleaning should be repeated by taking random training data sets and checking the variability of the resulting predictions via cross-validation. Other methods work with the unedited data only. To get an impression of their validity random subsets of the unedited data could be carefully edited to recover the “truth” as well as edited by the method of interest. These two outputs could then be compared using the evaluation criteria developed within Euredit (see Chapter 2). Note however that if a new method is compared to an established one, then one has to carry out such an analysis on the established method as well!

· It is extremely difficult, if not impossible, to compare many of the editing and imputation methods investigated in Euredit on the basis of timeliness and cost in any particular application. The true extent of such costs is often unknown even for existing data editing processes. However, for many of the new model-based and neural net-based procedures investigated by Euredit, it seems clear that although they avoid a lot of the clerical work associated with current methods, they do require analysis of the data editing process to be carried out by skilled people. This can be a problem for their application in “real life”, since such trained personnel are often hard to find.

· The edits as specified by subject-matter specialist or statistical analysts provide very useful information for both error localisation as well as imputation. These edits help to identify erroneous values. They also limit the range of potential values during the imputation phase. In some cases, the edits even allow one to impute a missing value deterministically, i.e. they restrict the range of possible values to a single value. Obviously, in such cases imputation is of a high quality.

· Although the different editing and imputation approaches explored within the Euredit project appear quite different in terms of their motivation and general development, it has become clear over the course of the project that in fact their results are actually quite similar. Thus, neural net methods tend to work very much like tree-based methods, with both essentially corresponding to nonparametric modelling of the data.

· Good editing and imputation performance depends on one’s knowledge and understanding of the processes behind the data being edited or imputed. This means that automatic methods of data editing and imputation are not really appropriate for one-off surveys or when surveys are carried out for the first time. However, automatic solutions are more viable in repeated survey situations, provided the error generation and missingness mechanisms are stable.

· Many of the new methods for editing and imputation require good data visualisation capabilities (e.g. TS-SOM). Implementation of these capabilities in a data editing and imputation environment has the capacity to lead to step increases in the capacity to detect and handle both erroneous as well as missing data.

· The best approaches to editing and imputation are “system-based”. That is, they do not focus on any one particular idea or technique, but adapt the best features of many ideas and techniques to handle editing and imputation generally in highly complex datasets. Thus, TS-SOM can be considered as a system that includes techniques from both statistical data modelling as well as neural net modelling. In this context neural net techniques like MLP and CMM would be considered as defining modules in such a system that would be particularly suited to imputation of certain data types. A practically usable system that will then be a combination of several automatic modules and manual modules (e.g. a Felligi-Holt component to detect logical edit failures, an outlier detection module to identify errors associated with outlying values, a reweighting module to identify calibration targets for missing data and error imputations and an imputation module to actually make the imputations). Such systems, because of the interdependence of the performances of the various modules, need to be evaluated as a whole. The results from the Euredit experiments can provide guidance on how each module could work, depending on the type of data input, but cannot be expected to inform on the overall performance of the system.
What practical suggestions can we make to users interested in applying the edit and imputation methods considered by Euredit?

A number of the issues have already been discussed in some detail above. It is important to always bear in mind that edit and imputation only form part of a data collection and processing system, and methods chosen should fit in with the system as a whole and complement the process. Results coming from the edit/ imputation modules should feed into improvements in the quality of data collection by leading to methods that minimise errors and missing values. 

Listed below are a number of questions that a potential user should ask before choosing methods to incorporate into automatic editing and imputation systems – armed with the answers to these, and supplemented by the contents of this volume we hope that the reader will be able to reach more informed decisions.

Questions that the user should ask are:

1. Are methods chosen required to work only for a specific data collection or do they need to work with a larger portfolio of datasets? If the latter then it might be preferable to adopt a limited toolbox of modules that can be used in different combinations according to the problems encountered.

2. What is the level of expertise of those who will use the methods. How much training would they need – do they require a virtual “black-box” or can they understand what the method is in fact doing and react accordingly when things are going wrong? Over-complex methods could fall over more easily because they are not well understood by those who use them. 
3. How easy is it to explain to end-users how the data have been processed? It is important to have transparency as far as the end-user is concerned, and any pre- and post- processing, for example, would have to be explained.

4. Where deterministic fixes can be done it is usually best to do these first. Sometimes values can be accurately imputed deterministically through rules or using look-up tables (e.g. income from a benefit they are known to receive), or through linkage to other sources such as administrative data.

5. What is known about the data from previous experience with the survey or administrative source? An understanding of the types of error that are likely to arise, and the pattern of missingness, can be incorporated into the processing and lead to better editing and imputation performance. For example, knowing that some respondents when asked to report expenditure in thousands in fact report it in units can lead to techniques to detect such errors and correct them. 

6. For example, topic knowledge of what combinations of responses on different variables are and are not logically possible can be put to good effect in editing (logical edit rules). 

7. What level of expertise is available in-house to analyse the nature of the error structure and missing values? It is clear from the EUREDIT project that the performance of a method can depend on prior analyses of the data in order to exploit relationships that exist between variables. Are errors/ missingness occurring at random? Even where errors/ missingness patterns are not at random, it may be possible to partition the data so that within classes the errors/ missingness are completely at random.

8. Some methods require “training datasets” while others do not. Could a training dataset – a near perfectly edited subset of the data to be edited, which could come from a previous round of the survey – be made available? The argument in favour of methods that learn from the data is that once they have learned the patterns of errors and correct values for missing data they can then operate more automatically as “black boxes”. 

9. What level of support will be available if the method is adopted? Some methods are part of existing sophisticated processing systems, while others are emerging technologies that will require significant IT and methodological support to implement in production systems.

10. Is the requirement for editing, imputation, or both? If both then should combined methods be considered that perform imputations where the results are consistent with the edit rules - e.g. CANCEIS and most donor imputation methods. Otherwise an edit process followed by an imputation process may produce results that are implausible, and a further round of consistency check s may be required.

11. Are the data purely categorical, purely continuous, or a mixture of the two? As can be seen from Tables 5.1a-c different methods are designed to work with different types of data.

12. Can certain errors and missingness be corrected deterministically? Logical errors that can be corrected deterministically on the basis of responses to other variables should lead to higher quality data (logical imputation rules).

13. What percentage of values for a variable is missing? If the percentage is small (e.g. less than 1 percent) then a very simple method, or even case-wise deletion in analysis, may produce fairly similar results to a sophisticated method.

14. Is it reasonably easy to build in documentation of the process into the system? It is important that all processing should be well documented, and at its simplest level this requires that raw data should always be kept alongside fully edited and imputed data – a good example is the Canadian “Data Slice” approach – see  http://www.unece.org/stats/documents/2002/05/sde/2.e.pdf. Where changes have been made to data the reasons for these should also be recorded. Some existing systems do this quite well while others do not. Emerging methods when incorporated into real life processing systems should capture this editing metadata. 

15. It is also important to be aware of what edit and imputation characteristics, as described in Chapter 1, are most important to the user. For example, for editing, is it important to find all errors (efficient error detection) or just the errors that will strongly influence the results (influential error detection)? For imputation, is it important to recover true values (predictive accuracy) or sufficient to preserve first and second moments and distributions (distributional accuracy)? This may depend on whether the data are merely required for producing a set of estimates, or to be made available as microdata to end users for their own analyses.

16. Are the data panel or time series data? Methods that may be adapted to cross sectional or panel or pure time series data are generally preferable to those that only apply to the one form of data structure. Similarly if there is a household or regional structure to the data this should be used to advantage.
The reader is reminded that there is additional discussion of practical issues in section 1.4 of Chapter 1.

� All edit and imputation methods using POEM have the capacity to also use user-specified edit rules. However, these are not required for the methods to work.


� Reverse calibration imputation requires specification of outlier robust estimate for variable being imputed.


� Optimal tuning for univariate WAID error detection requires access to training sample or historical data with target values.


� Optimal tuning for multivariate WAID error detection requires access to training sample or historical data with target values.


� All methods require initial transformation of data to linearity to achieve optimal performance. With the ABI and EPE data, this was achieved via log transformation. None of the methods work well where there are many zero or “special” values in the data.





