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2.1 Introduction

Many different editing and imputation methods have been developed and implemented in different countries for different surveys over the years. Although exchange of information and experience has taken place in international meetings such as those organised by the UN/ECE, methods and software have seldom been exchanged because it has been difficult to compare and evaluate the different approaches. Thus little is known about the comparative performance of different methods for different types of data. Advances in methods and computing capabilities have made possible the application of new and more complex statistical modelling techniques, described in chapter 3. It is in this context that the EUREDIT project was undertaken. A major part of the project was to develop and test new methods and compare these with existing methods for automatic editing and imputation processes. 

EUREDIT project objectives

Euredit (http://www.cs.york.ac.uk/euredit) was a large multi-national collaboration, involving twelve partners from seven countries, largely funded by the European Commission. It incorporated recent developments in statistical and computer science to develop and evaluate novel edit and imputation methodologies, focusing on automatic methods for edit and imputation in large-scale statistical datasets. The project established a general framework in which new E&I methods, both within the project and beyond, can be evaluated in comparative terms, so that the choice of appropriate methods, depending on data type, error types, and intended application, should be easier for users in the future. The project was based on real data and real problems encountered in official statistical data, and had the following objectives:
1. To establish a standard collection of data sets for evaluation purposes;
2. To develop a methodological evaluation framework and develop evaluation criteria;
3. To establish a baseline by evaluating currently used methods;
4. To develop and evaluate a selected range of new techniques;
5. To evaluate different methods and establish best methods for different data types;

6. To disseminate the best methods via a software CD and publications.

Euredit was organized in 9 work-packages (WPs) with the following main tasks:

1. Project management

2. Selection and compilation of datasets for evaluating methods

3. Determining objective quality criteria for evaluating methods

4. Develop and test selected new methods for error location

5. Develop and test selected new methods for imputation

6. Evaluation and validation of results from WP 4 and WP 5.

7. Integration of methods into a software package for wider dissemination

8. Dissemination and exploitation

9. Project evaluation  (internal to the project)

WP 4 and 5 were subdivided into 5 and 7 sub-work-packages respectively, in which different new methodological approaches were studied by teams of interested partners.

Participants

Partners in the EUREDIT project included national statistics institutes (NSIs), universities and private organizations. The partners represented a comprehensive knowledge of statistical production, research in statistics and areas of emerging technologies, computer implementation of methods evaluated and recommended, and end-users. 

The National Statistics Institute partners were:

· Office for National Statistics (ONS) UK – co-ordinator,  

· Statistics Netherlands (CBS),  

· Statistics Finland,  

· Swiss Federal Statistical Office (SFSO), 

· ISTAT, Italy, and 

· Statistics Denmark (DSt). 

The universities represented were: 

· University of Jyvaeskylae – Finland; 

· Royal Holloway and Bedford New College – University of London, 

· University of Southhampton, UK, and 

· University of York, UK. 

In addition the following partners represented computer implementation and end users

· The Numerical Algorithms Group (NAG), UK, and 

· Insiders GmbH – later transferred to Qantaris GmbH, Germany. 

2.2 Investigation of currently used methods

In both WP 4 and WP5 (Evaluation and validation of results) it was considered important to establish benchmarks against which the new methods could be compared and evaluated.  Methods that were generally available as purpose-built programs or could be easily implemented in standard statistical software were considered as benchmarks and a selection was made for evaluation in the study. They formed a selection considered to be representative of the traditional approaches to edit and imputation. Even though these methods were in current use, as is normal, they had to be adapted for use with the standards and formats implemented in Euredit. Some methods may work well in special fields; others will work best in other situations. It was therefore necessary to have several benchmark methods for the evaluation of the new methods. These methods are all described in Chapter 3.

The methods/packages considered were:

· Cherry-Pie from CBS Netherlands.

· Donor Imputation System (DIS) from the UK ONS.

· CANCEIS (Canadian Edit and Imputation System) hot-deck imputation for categorical and numerical variables with imputation for entire households

· SCIA (Automatic Control and Imputation System) for categorical variables from ISTAT

· GEIS for continuous data, from Statistics Canada

· AGGIES (Agricultural Generalized Imputation and Edit System) from US NASS – this software was found not to work well and was dropped early on in the project.

· The EM Algorithm for missing data imputation

· Multivariate regression/ classification trees and MCMC for imputation

· SOLAS for random hot deck and group mean imputation

· Standard methods for financial time series analysis 

2.3 Development of new methods 

The new methods) which were implemented and tested (discussed in greater detail in chapter 3) were:

A. Multivariate robust methods; 

B. Multi-layer perceptron (MLP); 

C. Correlation matrix memories (CMM);

D. Self-organising maps (SOM); 

E. Support vector machines (SVM); and 

F. New methods for panel data and financial time series.

These methods are described in greater detail in Chapter 3, and in full detail in the relevant chapters of the report on experiments (Volume 2, on CD). In EUREDIT, all new and standard methods were tested on standard data sets so results can be compared. Methods B to E are computer-learning methods, where “training data” are required. For edit and imputation theses methods are trained on a small representative sample of statistical records that have been edited as well as possible by human experts (so assumed to be “clean” and complete). The basic idea is that the algorithm “learns” the relationships between variables from this small subset of “good” data, and then applies this learned knowledge to automatically process large datasets, potentially saving human resources. In addition to providing training material, the small edited sample can also be sub-divided into a training sub-sample used for training and a separate test sub-sample used to estimate imputation errors.  Both samples will finally be an important source for knowledge about where and how errors are generated.  

(A) Multivariate robust methods

Besides graphical tools, robust mathematical algorithms can be used to detect outliers. Imputation of continuous variables in the presence of outliers needs robust methods to give plausible results. The methods used in EUREDIT address the following problems:

· Treatment of high dimensional datasets with continuous and categorical variables;

· Treatment of missing item values

· Distinction between non-representative and representative outliers in data.

· Adaptation to the concept of sample surveys, taking account of survey weights

· Choice of level of aggregation that should be used for outlier detection - outliers may appear and disappear according to which reference population is used

· Error localisation within continuous variables and between categorical and continuous variables

(B) Multi-layer perceptrons (MLP).
Multi-layer perceptrons (MLP) or feed-forward neural networks are models of biological neural networks that can “learn”. They have previously been tested out as edit and imputation methods (Nordbotten 1995, 1996, 1999).

(C) Correlation matrix memories (CMM)

AURA models (Austin & Lees 1999) are a simplified but fast type of neural network, used in EUREDIT to implement a k-nearest neighbour (k-NN) approach to edit and imputation. The most important difference between the MLP and the AURA techniques lies in data space reduction. MLP systems attempt to reduce the dimensionality of the data space and represent it by a number of simpler functions. This model is then used to reproduce the output values. AURA models, however, attempt to learn all of the training data, albeit in a compressed form. If the output function is highly non-regular the MLP will over-smooth the output space, and produce estimates based only on the gross structure of the output function. The AURA technique retains the detailed structure of the output function and will return the closest points in the known output space to any new input. However it may be poor at generalising outside the space spanned by the training data. The results – the closest neighbours in the output space – still need to be combined in some way to give the required result – various approached were used. 

(D) Self-organizing maps (SOM)

SOMs are another type of neural network. The approach adopted by EUREDIT is a tree-structured variant of SOM (T-SOM), using software developed by the University of Jyvaskyla, Finland, called Neural Data Analysis (NDA) (Häkkinen 2001; Kohonen1997; Koikkalainen, P. and Oja, 1990). The basic SOM defines a mapping from the original data space onto a two-dimensional array of nodes or neurons. The T-SOM is made of several SOMs arranged in a tree structure. The topmost layer (L = 0) has one neuron. Layer 1 has four neurons in the two-dimensional and two neurons in one-dimensional case. Thus, each neuron has its own associated subgroup of data, four subgroups on layer 1 but one group, the data set itself on layer 0. This approach leads to a clustering of data points, the number of clusters being dependent on the number of nodes/neurons allowed. Models can be built from clean data or using robust training algorithms. After a certain level of complexity the model is expected to separate clean data from “errors”. The clean part of the data is assumed to be simpler than the erroneous part. A natural approach to imputing the missing values is to impute values within the clusters located by associated neurons, e.g. using nearest neighbour methods or cluster centroids.

(E) Support vector machines (SVM)

The support vector machines (Vapnik 1996) are tools for prediction and function estimation. The method used for EUREDIT is an extension of the perceptron algorithm, which recovers the values of a set of target variables from a set of predictor variables. In EUREDIT it has only been applied to imputation problems.

(F) New methods for panel data and time series

A number of methods were considered for imputation for panel time series data in order to investigate the performance of a range of increasingly sophisticated imputation methods. They were tested against a financial data set consisting of a mixture of time series for US and UK shares, bonds and simple share options. Amongst the basic approaches considered as benchmark comparisons, were “last-value carried forward”, linear interpolation, Black-Scholes pricing, and standard term structure pricing of bonds. New methods investigated were multivariate M-quantiles (Breckling and Chambers1988; Breckling, Kokic, and Lübke (2001), univariate and vector ARMA, linear and non-parametric regression and multilayer perceptron models. Since most of these methods utilise other time series as covariates, which themselves contain missing observations, the EM algorithm (Dempster, Laird and Rubin, 1977) was examined as a tool.

2.4 Experimentation based on standard datasets

A range of standard datasets was selected, representative of the different types of data encountered by National Statistics Offices and other potential users of edit and imputation methods. The final six datasets chosen were selected from some thirty datasets proposed by consortium members on the basis of a panel review of characteristics of each proposed dataset. These six standard evaluation datasets comprised: 

· UK Census (1 percent sample of anonymised household records) (UKSAR); 
· Stock price time series; 
· Danish registry data linked to their labour force survey (DLFS); 
· UK Annual Business Enquiry (ABI); 
· Swiss Environmental Protection Expenditure survey (EPE); and 
· German Socio-economic Panel Survey (GSOEP). 
Rationale for inclusion of the chosen data sets

The datasets included in EUREDIT experiments needed to be suitable for the evaluation of a wide variety of edit and imputation techniques and cover a range of data sources, such as social surveys, business surveys, time series, censuses and registers.  Within each dataset, a range of error types and missingness was required, allowing the data to exhibit inconsistencies, non-response (item and unit), outliers and missingness.

In all cases the use of a particular dataset was justified by three major factors.

(i) The dataset is of a type relevant to end-users of the Euredit project but sufficiently different to the other datasets chosen for the project.

(ii) The pattern of missingness and errors in the pre-edited dataset can be recreated in the datasets distributed to the partners in the project for evaluation purposes.

(iii) The availability of edit rules allows the participants to check for inconsistencies in the dataset.

Table 1 summarises the main aspects of each dataset.   This displays the wide variation in types and sizes (both in terms of number of variables and number of records) of dataset being used in the EUREDIT project.  

Table 1 Description of datasets used for EUREDIT evaluations

	Dataset name
	Type of dataset
	Type of variables
	Number of variables in evaluation dataset
	Number of records in evaluation data

	Danish Labour Force Survey (used for imputation only)
	Administrative records with pattern of missingness from social survey.
	Continuous variable for imputation (income), Ordinal, Nominal.
	14
	15,579

	UK Annual Business Inquiry (ABI)
	Business Inquiry Questionnaire
	Mostly continuous (£000 sterling), 1 nominal (industry classification).
	35
	9,580

	Sample of Anonymised Records from U.K.  1991 Census (SARs)
	Population Census
	Categorical, Ordinal.
	35
	494,024

	Swiss Environment Protection Expenditures (EPE)
	Environmental Questionnaire
	Continuous (SF 000), Binary, Categorical.
	70
	1,239

	German Socio-Economic Panel Survey (GSOEP)
	Panel Survey
	Nominal, Ordinal, Continuous (income)
	169
	5,383

	Times Series for Financial Instruments
	Time Series
	Continuous
	124 time series
	522 observations per series


The specific reasons for including particular datasets were:

The Danish Labour Force Survey:

A combination of information sampled from the register from a population register combined with a true non-response pattern for income from a social survey (Labour Force Survey).  The Income variable (known from the register) needed to be imputed for non-respondents to the survey.  This represents a real pattern of non-response, and known missing values.

U.K.  Annual Business Inquiry

A business survey containing commonly measured continuous variables such as Turnover and Wages.  The survey is a self-completion questionnaire currently edited through re-contact of cases that fail logical edits checks.  Pre-edited data were available, allowing the pattern of edit failures, inconsistencies and outliers, together with a number of conditional errors, to be recreated.  Edit rules were available and could be applied to the perturbed data. 

Sample of Anonymised Records for 1991 U.K.  Census

A random 1% sample of household records from a census.  This was the largest dataset in EUREDIT.  The data contained information on people within households and therefore had a hierarchical structure.  From Census documentation, patterns of errors and missingness in the pre-edited data were recreated in the data distributed to participants.

Swiss Environment Protection Expenditures

A Business Survey containing some categorical variables plus mainly continuous data (expenditures), including a large number of true zero responses (i.e. where there was no expenditure), and outliers.  The originators of the data themselves recreated the pattern of errors and missingness – missing in cases where data suppliers had to guess expenditure, and with errors as found in data as originally received from suppliers.

German Socio-Economic Panel Survey 

A social survey dataset, with a longitudinal aspect, consisting of information from a panel of people interviewed over a number of years.  There is also an element of hierarchical data with information on people within households.  There is detailed documentation on the full dataset. Complete records were selected and missing values for income were created according to the pattern of missingness in the full dataset.

Time Series Data for Financial Instruments

Financial time series, consisting of daily closing prices of over 100 stocks covering a time period of up to 5 years.  This was the only dataset to contain time series information. The suppliers were also able to provide a simulated dataset for use in developing methods.

Treatment of datasets for evaluation purposes

Table 1 below shows the notation used to describe the different versions of any single dataset.  It should be noted that, in the context of EUREDIT, a missing value is not an error, and is thus ignored in the evaluation of error detection - missing values are easily identified in the data and are the targets for imputation.

Table 1 – Notation to describe versions of datasets

	Errors?
	Missing?

	
	Yes
	No

	Yes
	Y3
	Y1

	No
	Y2
	Y*


Evaluation datasets

The Y* version of the dataset is assumed to be complete and without errors. For the purposes of the EUREDIT evaluations, ‘true data’ means data that the NSI provider considered to be satisfactorily cleaned by their edit and imputation procedures.  One could also consider this as ‘target data’. Version Y2 (with missing values but no errors), and   Y3 (with missing values and errors) were distributed to partners for use in their experiments. No dataset was provided containing a Y1 (errors but no missing values) version since in discussions the EUREDIT partners reached the conclusion that this would not represent a realistic situation. 

The Danish Population Register/Labour Force Survey and GSOEP datasets each have two versions, Y*, Y2, as they are to be used solely for imputation.  The other four datasets have three versions: Y*, Y2, Y3, where Y2 and Y3 have different observation numbers for individual records to prevent potential disclosure of errors. For each dataset the Y* data were retained by the co-ordinator (ONS), and the perturbed data, Y2, Y3, were distributed to partners for edit and imputation 

Developmental datasets 

Some methods, particularly neural networks, need to estimate parameters from clean data.  In real life situations such networks would learn from data that had been meticulously manually edited – usually a previous survey of the same type or a sample of the actual data.  In order to develop and test prototype systems, six development datasets based on a small subset of each original dataset were provided for use with these methods.  Each of these were available in the three versions:

· True data (Y*)

· Data with missing values but no errors (Y2)

· Data with both errors and missing values (Y3)

Generation of errors and missingness

The methodology for generating the errors and missingness in the data is described in detail in Appendix B of the Methods and Experimental Results volume, on the CD-ROM.

Banding of errors

Certain methods can rank identified “errors” in order of importance or likelihood of being a true error.  In real life a decision is taken on cost grounds as to how many of the potential errors are to be “corrected” by imputation or re-approaching the respondent.  In EUREDIT if this were left to each experimenter to decide for themselves it would be possible that the results of evaluation could depend on where the cut-off is formed between what constitutes an error or not.  For this reason a series of bands has been provided so that these methods can be compared on an equal footing.  The banding of errors for the edit datasets is described in Appendix B of the technical volume.  The records in the lower numbered bands are more likely to fail more than one edit rule and these are more likely to be the fatal, or hard, rules.

The following associated materials were provided with both the development and evaluation datasets:

1. Edit rules and data dictionaries for the datasets;

2. Error generation software;

3. Evaluation software;

4. Software for validation using edit rules.

Use of the Development Datasets

Partners were advised that they could use the development datasets in any way they saw fit for the purposes of developing software or expertise in the use of software packages for edit and imputation.  However, this usage was subject to the agreed confidentiality constraints.  In addition Partners could use any additional non-EUREDIT dataset to which they had access.  This included application of the error generation software to create additional versions of the datasets and use of the evaluation software to assess results.
Comparative Evaluation Using the Evaluation Datasets

Following the development phase of the Project a comparative evaluation of each method was carried out using the evaluation data sets.  Partners applied their methods to each perturbed dataset (Y2 and/or Y3 ) and forwarded the results to ONS for evaluation.  

Partners applied each method to the evaluation datasets according to the following set of rules:

1. Each edit method was to be applied to each Y3 dataset (containing errors and missing values) and each imputation method was to be applied to each Y2 (missing values only) and Y3 dataset. 

2. If it was not possible to separate the edit and imputation processes within a software package or method then the method should to be applied to versions Y2 and Y3.

3. If it was not practical to apply a particular method to a particular dataset or version of a dataset then the reasons why the method was not applied had to be: 

a) reported to ONS during the evaluation phase so it is known that the dataset in question is not outstanding; and 

b) also stated in the work package report.

4. Where a software package was being evaluated and this package included a choice of edit and/or imputation methods, each method should be applied to the relevant datasets/versions separately wherever this is practical.

5. The training subset of version Y* could be used to train neural networks or to estimate parameters for application of an edit method to Y3.  WP reports had to state whether or not training sets were used and if so, the size of the training sets.

6. With the exception of the use of Y* described in 5 above, each method needed to be applied to each version of each dataset as if that version were a new dataset to which the method had never been applied.  Neural Networks should not be trained on one version of a dataset for application to another version, nor should any parameter estimates or any other statistical description of patterns within the data derived from one version of a dataset be used when a method is applied to another version.

7. The edit rules supplied could be used in conjunction with any software or method being evaluated.  If the edit rules were used, the manner in which they were used should be described in the work package report.

2.5 Evaluation - Determining the best E&I methods for different situations
A key aspect of the EUREDIT project is its focus on evaluation of the methodologies for edit and imputation that were investigated. The statistical evaluation criteria adopted by EUREDIT in order to achieve this aim are described briefly below, with formulae in an appendix at the back of this volume. These criteria are described fully in Chapter 8 of “Volume 2 – Methods and Experimental Results”. For this chapter formulae have been kept to a minimum – further details are available in the Appendix to this volume, and further details and discussions are available in Chapter 8 of Methods and Experimental Results from the Euredit Project (see CD). The measures described here may vary across identifiable subgroups (e.g. industry groups for business surveys, or subgroups of the population of people sampled), and it is thus also useful to calculate performance measures for different ‘domains of interest’. For all formulae in this chapter we assume that the dataset has n cases and p variables, where each recorded (pre-edit) value is Yij , and assume that the true values Y*ij are known. Measures of performance are designed so that smaller values indicate better performance.

2.5.1 Measuring the statistical performance of data editing

The EUREDIT project was concerned with assessing the performance of automatic edit and imputation procedures in a simulation environment – errors and missing values were introduced to previously clean data and the success of the procedures at re-capturing the properties of the original data was measured. In this situation “true” values were available, but in real-life situations a researcher can only obtain “true” values by careful manual validation processes, perhaps on a small subset of the data. However the performance measures described below can be used to evaluate performance of different methods on such a subset. 

 In measuring the statistical performance of data editing there are two principal criteria:

· Efficient error detection, the ability to detect as many errors as possible while minimising the number of true values identified as errors (i.e. minimising the proportion of false negatives and false positives respectively, or some combination of the two, such as the sum).

· Influential error detection, the ability to detect the most influential errors – those that would lead to significant errors in analysis if they were ignored.

2.5.1.2 Measuring efficient error detection performance

Error detection accuracy can be measured at two levels – detecting records (or values within records) that have errors or detecting  groups of variables with errors, known as error localisation. A key aspect of performance in the latter is finding the ‘smallest’ set of fields in a record such that at least one of these fields is in error. 

Efficient error detection.

Consider the table below classifying cases in a dataset according to whether or not a value for variable j is found to be in error by an editing procedure: 

	
	Value accepted
	Value flagged as error

	Value  correct (Yij=Y*ij)
	a
	b

	Value erroneous (Yij(Y*ij) 
	c
	d 


 Then ( =    c/(c+d) 








(1)

is the “false negative rate”, the proportion of cases that are actually in error where the edit process fails to detect the error, and 

( =   b/(a+b)









(2)

is the “false positive rate”, the proportion of correct cases for variable j which the edit process flags as in error, and

(= (b+c)/(a+b+c+d)








(3)

is an estimate of the probability of an incorrect outcome from the editing process for variable j – an overall measure of inaccuracy for this variable.

The ideal is to minimise ( and (, but choosing criteria to decrease one may lead to an increase in the other, so the data producer will need to decide on the most appropriate combination for their situation in terms of costs and benefits associated with false positives and false negatives.

In many edit situations it will not be possible to say which variable is the one causing the edit check to fail. In such cases if at least one variable value is flagged as ‘suspicious’ the whole record will be flagged as suspicious. This is equivalent to a case-level error detection, where, counting suspicious/ non-suspicious cases rather than variables in the table above:

A= c/(c+d)








(4)

B= b/(a+b)








(5)

D= (b+c)/(a+b+c+d)







(6)

Some editing procedures, rather than assigning each value to “pass”/ “fail”, assign a probability of each variable being in error, and for these it is possible to use the probabilities to derive a measure of error localisation accuracy. Good error localisation then corresponds to estimated error probabilities close to 1 for variables that are in error, and close to 0 for those that are not. We define error localization as the ability to accurately isolate "true errors" in data, and measure accuracy via the (equation 7 of Appendix). A small value of G corresponds to good localization performance. Note that G can only be calculated for an editing procedure that works by allocating an "error probability" to each data item in a record, which is not the case for many of the editing procedures in common use.

2.5.1.3 Measuring influential error detection performance

Here our aim in editing is not so much to find as many errors as possible, but to find the errors that matter (i.e. the influential errors) and then to correct these. From this point of view the size of the error (measured value - true value) in the measured data (for continuous data 
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) is the important characteristic, and the aim of the editing process is to detect measured data values that have a high probability of being "far" from their associated true values. This type of approach is most appropriate when the data are scalar (e.g. amounts of money) or ordinal (e.g. Likert scales). We assume for evaluation purposes in EUREDIT that if an error is detected it will be corrected, so in evaluating an edit method the only cases where Dij is non-zero will be the cases corresponding to incorrect Yij values that are passed as acceptable by the editing process. In sample surveys we typically also have a sample weight wi for each case, and the outputs of the survey are estimates of target population quantities defined as weighted sums of the values of the (edited) survey variables. In non-sampling situations we define wi = 1 in the formulae below. 

For positive scalars, the following two measures quantify how well the editing procedure finds the errors "that matter", in terms of Dij, the average size of the distance between remaining erroneous values  and the true values.

The Relative Average Error (Equation 8) is the ratio of the average of the post-edit errors to the average of the true values:


The Relative Root Average Squared Error (Equation 9) is a somewhat more complex measure that is more appropriate when variable j can take on negative as well as positive values, since it takes account of positive as well as negative differences. It is the ratio of the square root of the mean of the squares of the post-edit errors to the mean of the true values.

As well as measuring the average size of errors, it is of interest to also measure the spread of the Dij . The Relative Error Range (Equation 10) measures how "extreme" the spread of the undetected errors is, based on the range of Dijs. 

With a categorical variable we cannot define an error by simple differencing. “Distance” can still be measured, e.g. for nominal data as 1 if the values are different, and 0 if the values are the same, and for ordered categorical data a simple definition of distance could be the number of categories between two categories, plus 1.  Consider for example a variable with three ordered categories a,b,c. 

Cross-classification of true and recoded values post-editing

	
	True value
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	a
	b
	c

	
	a
	200
	8
	2

	
	b
	6
	400
	3

	
	c
	2
	3
	300


For this simple distance measure the distance between a and b is 1, between a and c is 2, etc. A "good" editing procedure is one that would have few off-diagonal counts in a table such as the above. A formula used in EUREDIT for categorical data is 

Dcat
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where i(j(ab) denotes off-diagonal cases with 
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, and d(a,b) is a measure of the distance from category a to category b. In the example below, assuming all weights are equal to 1, and a simple distance function as above,

Dcatj = (8x1+2x2+6x1+3x1+2x2+3x1) / 924

The variance of Dcatj ,
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, can be calculated using jacknife methods, and a t statistic (tj) calculated based on the hypothesis that Dcat=0 (Equation 12). Values >2 indicate significant failure of the edit process.

2.5.1.4 Outlier Detection Performance of an Editing Procedure

In Statistical outlier detection the aim is to identify data values that are inconsistent with what is expected, or what the majority of the data values indicate should be the case. It can thus be considered a form of editing, with outliers considered as “errors”. The aim is to remove these values from the data being analysed, in the hope that the outputs from this analysis will then be closer to the "truth" than an analysis that includes these outlying values.

In order to evaluate how well an editing procedure detects outliers, we compare (as a ratio) the moments of the outlier-free data values with the corresponding moments of the true values. In order to retain consistency with interpretation of the other measures, where smaller values indicate better performance, 1 is subtracted from this ratio, and the measure is expressed as an absolute value. For Euredit the indicator was calculated to compare the first and second moments (i.e. means and variances) of the outlier-free values with the true values – AREm1 (mean) and AREm2 (variance) – see equation 13.

	Summary of measures for evaluating performance of edit methods

	Label used for EUREDIT outputs
	Equation number
	Notes

	Measures of editing efficiency – smaller values denote better performance

	Alpha
	1
	Proportion of false negatives resulting from edit process for variable j (errors that are accepted as valid by the edit process). Estimates the probability that the editing process does not detect an incorrect value.

	Beta
	2
	Proportion of false positives resulting from edit process for variable j (correct values that the edit process identifies as errors). Estimates the probability that a correct value is incorrectly identified as suspicious.

	Delta
	3
	Proportion of editing errors overall. Provides a global measure of the inaccuracy of the editing process.

	A
	4
	Proportion of cases that contain at least one incorrect value and that pass all edits (false negatives)

	B
	5
	Proportion of cases containing no errors that fail at least one edit (false positives)

	C
	6
	Proportion of incorrect case-level error detections

	G
	7
	Gini coefficient for measuring error localisation performance. N.B. only applicable to edit processes that assign probabilities of being in error to variables

	Measures of influential error detection performance - based on size of errors in post-edited data. Smaller values denote better edit performance

	RAE
	8
	Relative average error (scalar variables only), the ratio of the mean of post-edit errors to the mean of the true values

	RRASE
	9
	Relative root average squared error (scalar variables only), the ratio of the square root of the mean of the squares of the post-edit errors to the mean of the true values

	RER
	10
	Relative error range (scalar variables only), the ratio of the range of post-edit errors to their inter-quartile range

	Dcat
	11
	Categorical or nominal data measure of relative error – weighted proportion of cases where post-edit and true values disagree

	tj
	12
	t-test for how effective editing process has been for error reduction for variable j – values >2 indicate significant failure of edit process (continuous and categorical versions available)

	Measures of outlier detection performance, smaller values denote better edit performance

	AREm1
	13
	Absolute relative error of the k-mean for 1st moment

	AREm2
	13
	Absolute relative error of the k-mean for 2nd moment


2.5.2 Performance Requirements for Imputation

Ideally an imputation procedure should be capable of effectively reproducing the key outputs from a "complete data" statistical analysis of the data set of interest, but since this is usually impossible, alternative measures of performance are presented, based on the following list of desirable properties for an imputation procedure. This list is ranked from properties that are hardest to achieve to those that are easiest. This does not mean that the ordering also reflects desirability, nor that the properties themselves are mutually exclusive. If a National Statistical Institute’s aim is only to produce aggregated estimates from a data set criteria (1) and (2) below would be irrelevant. On the other hand, if the data set is to be publicly released or used for development of prediction models, then (1) and (2) become more important.

Desirable properties of an imputation method

(1)
Predictive Accuracy: The imputation procedure should maximise preservation of true values. That is, it should result in imputed values that are "close" as possible to the true values.

(2)
Ranking Accuracy: The imputation procedure should maximise preservation of order in the imputed values. That is, it should result in ordering relationships between imputed values that are the same (or very similar) to those that hold in the true values.

(3)
Distributional Accuracy: The imputation procedure should preserve the distribution of the true data values. That is, marginal and higher order distributions of the imputed data values should be essentially the same as the corresponding distributions of the true values.

(4)
Estimation Accuracy: The imputation procedure should reproduce the lower order moments of the distributions of the true values. In particular, it should lead to unbiased and efficient inferences for parameters of the distribution of the true values (given that these true values are unavailable).

(5)
Imputation Plausibility: The imputation procedure should lead to imputed values that are plausible. In particular, they should be acceptable values as far as the editing procedure is concerned.

The above properties do not necessarily all apply to all types of data. In particular, property (2) requires that the variable be at least ordinal, while property (4) is only distinguishable from property (3) when the variable being imputed is scalar.  Consequently the measures used for Euredit depend on the scale of measurement of the variable being imputed.

An additional point to note about property (4) above is that it represents a compromise. Ideally, this property should correspond to "preservation of analysis", in the sense that the results of any statistical analysis of the imputed data should lead to the same conclusions as the same analysis of the complete data. However, since it is impossible to a priori identify all possible analyses that could be carried out on a data set containing imputed data, this criterion has been modified to focus on preservation of estimated moments of the variables making up the data set of interest.

In all cases performance relative to property (5) above ("plausibility") can be checked by treating the imputed values as measured values and assessing how well they perform relative to the statistical editing criteria described earlier in this paper.

The measures for imputation performance are summarised in table below, with equation numbers as described in the Annex to this volume.

	Summary of measures for evaluating performance of imputation methods

	Label used for EUREDIT outputs
	Equation number
	Notes

	Performance measures for predictive accuracy of imputation

	     Categorical data

	D
	14
	Proportion of imputed cases where true values differ from imputed values. The smaller the better - ideal is zero.

	Eps
	15
	Test statistic for preservation of true values in imputation, based on D

	Dgen
	16
	Generalised version of D that takes into account the distances between categories

	     Continuous data

	mse
	17
	Mean square error from regressing true values on imputed values (zero intercept) using weighted robust regression - the smaller the better

	t-val
	17
	t-statistic for testing slope=1 in above (smaller is better)

	slope
	17
	Slope of regression line - should be close to 1

	R^2
	17
	R2 for above regression - proportion of variance in Y* explained by 
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	DL1
	18
	Mean distance between true and imputed values (L1 norm)

	DL2
	19
	Mean distance between squares of true and imputed values (L2 norm)

	DLinf
	20
	Distance measure between true and imputed values (L infinity norm – maximum distance between imputed and true values)


	Performance measures of distributional accuracy

	     Categorical variables

	W
	21
	Wald statistic for testing preservation of marginal distributions of categorical variables - distribution is chi-square with degrees of freedom =c (number of categories) for large n for stochastic imputation methods. Compares marginal distributions of imputed and true values.

	     Continuous (scalar) variables

	K-S
	22
	Kalmogorov-Smirnov for testing preservation of distribution (compares distributions of imputed and true values)

	K-S_1
	23
	Alternative Kalmogorov-Smirnov for testing preservation of distribution using L1 norm (compares distributions of imputed and true values)

	K-S_2
	23
	Alternative Kalmogorov-Smirnov for testing preservation of distribution using L2 norm (compares distributions of imputed and true values)

	Performance measures for estimation accuracy

	m_1
	24
	Absolute difference between 1st moments of true and imputed values

	m_2
	24
	Absolute difference between 2nd moments of true and imputed values

	MSE
	25
	Evaluation of outlier-robust imputation. Mean square error of imputed values compared with true values

	Rk
	26
	For time-series data, a measure of the relative discrepancy between estimated lag k auto-correlates for true and imputed values

	
	
	


2.6 Evaluating the operational characteristics of EUREDIT methods

It can be argued that an editing and imputation system is essentially useless, no matter how excellent its statistical properties, unless it can be practically implemented. Consequently it is vital that any such system demonstrates its operational efficiency before it can be recommended by the EUREDIT project. In particular the resources needed to implement and maintain the system (both in terms of trained operatives and information flows) need to be spelt out. Comparison of different editing and imputation systems in this way is of necessity qualitative, but that does not diminish its importance. Results of qualitative comparisons can also be found in this volume.
2.7 EUREDIT outputs

The first public result of the Euredit was the establishment of a website, http://www.cs.york.ac.uk/euredit and this will continue to exist for the foreseeable future. The results of experiments using these methods are summarised by dataset in Chapter 4 of this volume. Detailed results are given in detail in the accompanying volume “Methods and Experimental Results” – available with this volume on CD-Rom.  A conference was organised in May 2002 to disseminate and discuss preliminary findings, and a number of the papers presented are also available there – see website http://erin.mit.jyu.fi/data-clean .  The partners will present their results in research papers and journal articles and references to these will appear on the website.  Key papers (e.g. evaluation methodology) are also available for download from the website. An editorial and several papers from the Data-Clean conference will be published together in a special edition of the Royal Statistics Society Series A Journal. Part of the Euredit project goals also include integration of E&I methods and implementation into a prototype software system. Prototype software and documentation for a number of methods are available on the accompanying CD-ROM. In addition the Numerical Algorithms Group will incorporate many of the methods in their commercial Data mining Component Toolkit (see http://www.nag.co.uk/numeric/DR/drdescription.asp ). Some of the data files used by the project will also be made available in anonymised form to permit external researchers to compare their methods with the Euredit methods. For most of the data, because of confidentiality constraints, special access arrangements will need to be made with the owner to safeguard the confidentiality of the data.

2.8 CONCLUSIONS

EUREDIT was an ambitious project involving over thirty researchers. It has succeeded in evaluating the major new methods for statistical editing and imputation, established a methodology for future evaluations, and made a substantial contribution to knowledge of how different methods compare for different types of data.
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