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4.5.1 Introduction

The SARs dataset is a 1% sample of households from the 1991 UK population census. There are in total 31 variables for 492,472 individuals in 196,224 households. For each individual and household record there may be more than one variable that requires editing/imputing. The details of the dataset and the perturbations performed to produce the experimental data are describe more fully in Appendix B of the Methods and Results volume (on the CD). All variables are categorical with the exception of age and hours worked, which are continuous. This dataset includes responses that are ‘Not applicable’ for some variables. Two versions of the dataset are available for the EUREDIT project. The Y2 dataset contains only missing values and hence is for imputation only. The Y3 dataset contains missing values and errors and is therefore suitable for both editing and imputing. Not all editing and imputation methods from the EUREDIT project have been applied to the SARS data, since not all were suitable for this predominantly categorical dataset. The Y2 dataset contains a total of 648,881 values that are missing. On average about 7% of the data are missing for each variable. The Y3 dataset contains a total of 984,241 values that are missing or have been perturbed. For each variable approximately 7% of the data are missing and 6% of the data are in error. It should be noted that the Y3 dataset includes a substantial number of minor perturbations, for example, the variable age being amended by just 1 year. Most editing systems would not be able to detect such minor "errors", hence the evaluation criteria statistics (see Chapter 2, and Appendix) may suggest a poor editing performance in terms of error detection when in fact the editing performance is quite reasonable. However the purpose of the experiments is to compare different methods, so we are in fact only interested in comparisons between methods, not absolute values of the edit and imputation measures.

4.5.2 Edit and imputation methods tested

CANCEIS/SCIA and DIS are donor methods while SVM, CMM, SOM, and MLP are neural network methods. Some methods were appropriate for editing and imputation, others only for imputation. DIS and SVM only incorporate imputation procedures. The other methods are capable of editing and imputing. All systems, with the exception of SCIA, are capable of handling categorical and continuous variables. CANCEIS, DIS, SVM and CMM can all run on Windows and Unix/Linux platforms. Facilities for the interpretation of changes made by the edit/imputation systems differ. CANCEIS/SCIA provide useful information such as passing and failing frequencies of the records, the reason why a record has failed (CANCEIS) and imputation frequency per variable. DIS, which is not fully developed as a production system, produces a record of changes made. DIS, SVM, CMM and SOM do not require a high level of skill/knowledge for a successful implementation but MLP and CANCEIS/SCIA do require a reasonable level of skill. However to achieve high quality output all methods require exploratory analysis to determine suitable parameters/matching variables. Also a considerable amount of time is required to set up the systems for DIS, CANCEIS/SCIA, MLP, SVM and SOM, but CMM requires very little preparation. There is considerable variation in run times, with some methods taking many hours to complete (Table 1) – clearly run times will depend on the equipment as well as the method. Preparation time is difficult to measure accurately, and run-times will depend also on characteristics of the machine. 

Table 1: Preparation and run times for each experiment.

	Experiment
	Preparation (minutes)
	Edit run time (minutes)
	Imputation run time (minutes)
	Hardware

	CANCEIS/SCIA IS20001/IS30001a/b
	2160 
	
	192/215
	Siemens scenic 850 400MHz PII

	DIS 

OS20001
	90 (excluding data analysis)
	
	5760
	Dell Precision 420 733MHz PIII

	MLP IS20002/IS30002/3
	230
	920
	6900
	Megabyte

	SVM 

RS20001/2/6
RS30001/5/6
	1000
	
	180
	Dec Alpha 4100

	CMM

YS20001
	30
	
	725
	Windows PC

	SOM 

JS20001/2/3 JS30001/2/3/4
	20 (excluding data analysis)
	
	100
	

	SOM/donor

FS20001
	
	
	Many hours
	IBM 300GL, PIII 500MHz

	IMAI/SOM

FS20002
	
	
	1
	IBM 300GL, PIII 500MHz


Editing was carried out on all SARS variables using CANCEIS/SCIA, SOM and MLP. Imputation has been carried out on all SARS variables by the methods DIS, CANCEIS/SCIA, MLP, SOM and CMM. The SVM method imputed the Y3 data variables bath, cenheat, insidewc, hhsptype, roomsnum, tenure, age, cobirth, distwork, hours, ltill, mstatus, migorgn, qualnum, qualevel, qualsub, relat, residsta, sex, workplce, econprim, isco2 and isco1, and the Y2 variables in three groups: 1) age, ltill, mstatus, relat and sex; 2) hhsptype, roomsnum, tenure, cobirth, distwork, hours, workplce and isco1 and; 3) qualevel, qualsub, residsta and workplce. The SOM method with  regression imputed only the variables sex, relat and age. It should be noted that for the Y3 data the variable tenure did not require editing, as it had not been perturbed.
4.5.3 Evaluation

In this report we present evaluation results for a limited number of variables from the SARS data that are considered most important. We present results for the individual variables sex, age (continuous), relat (relationship to the head of household), mstatus (marital status) and ltill (limiting long-term illness). For the household variables we present results for tenure (housing tenure type), roomsnum (number of rooms in house 1-15) and bath (whether household has a bathroom or not). For the evaluation we focus on a selection of the evaluation criteria, see Appendix to this volume for full details – complete information on all experiments is available on the accompanying CD-ROM. 

For all SARS variables we can assess the performance of editing procedures using a number of measures that all measure different aspects. As measures of the efficiency of error detection we have the statistics ( (rate at which errors are accepted as valid), ( (rate at which valid values are identified as errors) and ( (proportion of editing errors overall). Their case-level equivalents (i.e. where a method detects only whether a record contains an error or not) are A, B, C. For measuring the ability to detect influential errors we can use the Dcat statistic for categorical variables and the RAE (relative average error) statistic for continuous variables. 

To assess imputation performance for categorical variables we use the D statistic for predictive accuracy and the W statistic that to measure preservation of distributions. For continuous variables we assess preservation of true values (predictive accuracy) using the statistic 
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 to assess what proportion of the variance in the true data is explained by the variation in the imputed data. A good imputation procedure would have a value close to 1. Preservation of distribution for continuous variables is assessed using the Kolmogorov-Smirnov distance. Finally the statistics 
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 measure how well the raw first and second moments are preserved. 

Keys to the experiments presented in the next section are given in Tables 2 and 3 for the Y3 and Y2 datasets respectively. The Y3 experiments are categorised into three types. Type C experiments carried out error detection (error localisation) as well as imputation for both detected errors and for missing values. In effect these experiments correspond to fully “automatic” edit and imputation applied to the Y3 dataset (although not all experiments did this for all variables in the SARs dataset). Type A experiments focused only on error detection, setting detected error fields to missing, with no attempt made to impute for missing data fields. Type B experiments did not attempt error detection, but only imputed for missing fields in the Y3 dataset. Both Type A and Type B experiments are not realistic. However, they provide insight into the performance of “pure” error detection and “pure” missing data imputation methods in the presence of data containing both errors and missing data.

Table 2: Experiment key for Y3 data (with errors and missing values).

	Method
	Type
	Experiment number
	Details

	CANCEIS/SCIA
	B
	IS30001a
	CANCEIS/SCIA Imputing 

	CANCEIS/SCIA
	A
	IS30001b
	CANCEIS/SCIA Editing 

	MLP
	B
	IS30002
	MLP Imputation

	MLP
	A
	IS30003
	MLP Editing

	SVM
	B
	RS30001
	Different validation settings used for each

	SVM
	B
	RS30005
	experiment.

	SVM
	B
	RS30006
	

	SOM
	C
	JS30001
	SOM + outlier detection

	SOM
	C
	JS30002
	SOM + outlier imputation

	SOM
	C
	JS30003
	SOM + outlier detection

	SOM
	C
	JS30004
	SOM + outlier imputation

	Baseline random donor
	C
	XS30001
	Corresponds to 0% edited and then random donors found for missing values

	Baseline random donor
	C
	XS30050
	Corresponds to 50% edited and then random donors found for missing values

	Baseline random donor
	C
	XS30100
	Corresponds to 100% edited and then random donors found for missing values


There are three special experiments that were carried out on the Y3 dataset listed in Table 2 that warrant special mention. These are the “baseline” experiments XS30001, XS30050 and XS30100. The first (XS30001) is where a random 1% of the actual errors in the Y3 dataset were selected and set to missing. These values plus the other missing values in the dataset were then imputed using a naïve “random donor” imputation method. In the second (XS30050), the percentage of randomly selected actual errors was 50%, with random donor imputation used again, and in the third (XS30100) this percentage was set to 100%, again with corrections via random donor imputation. These experiments can be considered as baseline in the sense that they correspond to intensive (perfect) editing of three different proportions of the data (1% - virtually none, 50% and 100%) followed by naïve random donor-based imputation/correction. A minimum performance requirement for a method of automatic editing and/or imputation would be for it to deliver performance measures generally better than those achieved by XS30001. Ideally it would also perform better than XS30050. A method that performed better than XS30100 would be exceptional (and would probably itself require a large amount of editing effort).

Table 3: Experiment key for Y2 data (with missing values only).

	Experiment name
	Experiment number
	Details

	CANCEIS/SCIA
	IS20001
	Imputation using CANCEIS/SCIA

	MLP
	IS20002
	

	DIS
	OS20001
	

	SVM1
	RS20001
	Different validation settings used for each

	SVM2
	RS20002
	experiment.

	SVM3
	RS20006
	

	CMM
	YS20001
	

	SOM1
	JS20001
	SOM + mean/gaussian random

	SOM2
	JS20002
	SOM + random donor

	SOM3
	JS20003
	SOM + mean/gaussian random

	SOM/donor
	FS20001
	

	IMAI/SOM
	FS20002
	

	Random donor
	XS2000
	


4.5.3.1 Results

Editing

Tables 4 and 5 show the values for ( and ( respectively for each experiment where editing was carried out. The experiment type (from Table 2) is shown in brackets. We present results for the variables age, sex, relat, and mstatus. The probability that an incorrect value is not detected by the editing process is given by ( and the probability that a correct value is incorrectly identified as suspicious is given by (. For a good editing procedure both ( and ( should be small. Here we can see that the methods CANCEIS/SCIA and MLP achieved consistently low values for both ( and (. The CANCEIS/SCIA, and MLP editing procedures show particularly good performance for the variable sex. Higher ( values can be seen for the continuous variable age. It should be noted that the perturbations for the SARS dataset included a large number of minor perturbations, for example, age may have been perturbed from 33 to 34. Most editing systems will ignore these minor perturbations as they are not considered important, hence we can expect a high value for (. Relationship to household head did not have a strong relationship with other variables so performance as measured by ( was less good here. Overall the probability of identifying a correct value as suspicious (() is small for the CANCEIS/SCIA method. 

Table 4: Alpha values (probability of accepting errors as valid) for four variables where editing has been applied.

	
	(

	Experiment
	Method
	Age
	Sex
	Relat
	Mstatus

	IS30001b (A)
	CANCEIS/SCIA
	0.593281
	0.078518
	0.435005
	0.243563

	IS30003 (A)
	MLP
	0.630947
	0.105027
	0.312877
	0.302392

	JS30001 (C)
	SOM
	0.800808
	0.114187
	0.198952
	0.446133

	JS30002 (C)
	SOM
	0.582831
	0.113751
	0.184758
	0.446133

	XS30050 (C)
	Baseline 50%
	0.507056
	0.526341
	0.521801
	0.535743

	XS30100 (C)
	Baseline 100%
	0.009945
	0.056439
	0.043773
	0.073405


Table 5: Beta values (probability of identifying a valid value as an error) for four variables where editing has been applied.

	
	(

	Experiment
	Method
	Age
	Sex
	Relat
	Mstatus

	IS30001b (A)
	CANCEIS/SCIA
	0.004183
	0.000275
	0.000821
	0.000255

	IS30003 (A)
	MLP
	0.00751
	0.000373
	0.011732
	0.001585

	JS30001 (C)
	SOM
	0.008246
	0.000862
	0.047294
	0.000746

	JS30002 (C)
	SOM
	0.057456
	0.002457
	0.054983
	0.000746

	XS30050 (C)
	Baseline 50%
	0
	0
	0
	0

	XS30100 (C)
	Baseline 100%
	0
	0
	0
	0


Table 6 shows the statistic ( (the probability of an incorrect outcome from the editing process) for the variables age, sex, relat and mstatus. For all variables and all editing methods ( is small, with the CANCEIS/SCIA and MLP methods achieving smaller values than SOM.

Table 6: Delta values for four variables where editing has been applied.

	
	
	(

	Experiment
	Method
	Age
	Sex
	Relat
	Mstatus

	IS30001b (A)
	CANCEIS/SCIA
	0.045277
	0.005354
	0.028296
	0.011676

	IS30003 (A)
	MLP
	0.050999
	0.007166
	0.030788
	0.015705

	JS30001 (C)
	SOM
	0.063533
	0.008218
	0.056891
	0.021653

	JS30002 (C)
	SOM
	0.094104
	0.009682
	0.063195
	NA

	XS30050 (C)
	Baseline 50%
	0.03537
	0.034167
	0.033019
	0.025149

	XS30100 (C)
	Baseline 100%
	0.000694
	0.003664
	0.00277
	0.003446


The case level editing performance can be measured using the indicators A, B and C corresponding to case level versions of (, ( and ( respectively. This corresponds to an editing approach that marks up whole records as in error or not, where erroneous records are then dealt with by manual editing. A corresponds to the proportion of cases with at least one incorrect value that passes the edit rules, B corresponds to the proportion of cases with all correct values that fail at least one edit rule and C is the overall proportion of incorrect detection’s. Case-level of editing would be unusual for census-type data, where localisation leading to automatic edits is the norm. Table 7 shows the values for the indicators A, B and C for the Y3 experiments where editing has been carried out.

Table 7: Values for the indicators A, B and C for Y3 experiments.

	Experiment
	Method
	A
	B
	C

	IS30001b (A)
	CANCEIS/SCIA
	0.460375
	0.01119
	0.2443

	IS30003 (A)
	MLP
	0.213879
	0.238267
	0.225611

	JS30001 (C)
	SOM
	0.32319
	0.260243
	0.29291

	JS30002 (C)
	SOM
	0.184878
	0.424168
	0.298687

	JS30004 (C)
	SOM
	0.172627
	0.448324
	0.305248

	XS30050 (C)
	Baseline 50%
	0.44125
	0
	0.228992

	XS30100 (C)
	Baseline 100%
	0.045134
	0
	0.023423


A good editing procedure should achieve low values for A, B and C. SOM performed very well in terms of detecting errors but also tended to identify correct records as in error. MLP was best in terms of overall error, but CANCEIS/SCIA came a close second.

In addition to detecting as many errors as possible the editing procedure should find the errors that matter and correct them. In this situation the size of the error is important and the editing process should detect values that have a high probability of being far from the true value. We use the statistics Dcat for ordered categorical data, and RAE for continuous data, to assess how well the editing procedure finds the influential errors. Dcat can also be defined for non-ordered categorical variables, where “distance” between categories is then defined as 1 if the categories match and 0 otherwise. Table 8 shows the results for the statistic Dcat for the ordered categorical variables sex (binary) and roomsnum (number of rooms, 1 to 10+), and Relat and Mstatus, which are purely nominal variables. 

Table 8: Dcat values for four variables where editing has been applied.

	
	Dcat

	Experiment
	Method
	Sex
	Roomsnum
	Relat
	Mstatus

	IS30001b (A)
	CANCEIS/SCIA
	0.0051
	0.0508
	0.0275
	0.0114

	IS30003 (A)
	MLP
	0.0068
	0.0498
	0.0198
	0.0142

	JS30001 (C)
	SOM
	0.0074
	0.0477
	0.0126
	0.0209

	JS30002 (C)
	SOM
	0.0074
	NA
	0.0117
	NA

	XS30050 (C)
	Baseline 50%
	0.0055
	0.0296
	0.0330
	0.0123

	XS30100 (C)
	Baseline 100%
	0.0037
	0.0081
	0.0028
	0.0034


A good editing procedure should achieve small values for Dcat. From Table 8 it can be seen that CANCEIS/SCIA, MLP, and SOM all achieve small values for Dcat for ordered categorical variables. CANCEIS/SCIA and MLP perform well for the variable sex where there are only two categories but for the variable with a large number of categories SOM performs better. 

We now consider the continuous variable age. Table 9 shows the values of RAE for each experiment where editing was carried out. The RAE values should be close to zero for a good editing procedure. Negative values indicate that the corrected value has been underestimated, while positive values indicate that the corrected value has been overestimated. From Table 9 we can see that MLP slightly underestimates the corrections for age while CANCEIS/SCIA and SOM slightly overestimate the corrections, but both do quite well, and considerably better than the baseline 50%. For all methods the values for RAE are close to zero indicating that the editing procedures have performed well in identifying errors that matter.

Table 9: RAE values for the variable age (Y3 data).

	Experiment
	Method
	RAE

	IS30001b (A)
	CANCEIS/SCIA
	0.0059

	IS30003 (A)
	MLP
	-0.013

	JS30001 (C)
	SOM
	0.0049

	JS30002 (C)
	SOM
	0.012

	XS30050 (C)
	Baseline 50%
	0.022

	XS30100 (C)
	Baseline 100%
	-0.000069


Imputation

We now assess the performance of the imputation processes. Imputation was carried out on both the Y2 and Y3 datasets. The Y2 dataset did not have errors in the data whereas Y3 was used to assess the ability to make imputations in the presence of errors. 

For categorical variables we can assess the predictive accuracy of an imputation procedure using the measure D. This measure gives, for each variable, the proportion of cases where the imputed value does not equal the true value. An imputation process with good predictive accuracy would achieve small values for D, ideally zero. Tables 10 and 11 give the results for D for the Y3 and Y2 data respectively. For the Y3 data we present results for the variables sex, relat, mstatus and ltill (Table 10) and for the Y2 data we present results for the variables sex, relat, mstatus and bath (Table 11).

Table 10: Measure of predictive accuracy, D, for four variables (Y3 data, with errors).

	
	D

	Experiment
	Method
	Sex
	Relat
	Mstatus
	Ltill

	IS30001a (B)
	CANCEIS/SCIA
	0.24
	0.11
	0.18
	0.14

	IS30002 (B)
	MLP
	0.24
	0.17
	0.20
	0.11

	RS3001 (B)
	SVM
	0.27
	0.09
	0.21
	0.12

	RS3005 (B)
	SVM
	0.27
	0.11
	0.21
	0.12

	RS3006 (B)
	SVM
	0.27
	0.09
	0.21
	0.12

	JS30001 (C)
	SOM
	0.45
	0.68
	0.48
	0.12

	JS30002 (C)
	SOM
	0.45
	0.70
	0.48
	0.12

	JS30004 (C)
	SOM
	0.45
	0.70
	0.48
	0.12

	XS30001 (C) 
	Donor
	0.5
	0.70
	0.65
	0.21

	XS30050 (C)
	Donor
	0.49
	0.69
	0.64
	0.21

	XS30100 (C)
	Donor
	0.48
	0.69
	0.64
	0.20


For the Y3 data all methods do reasonably well in accurately predicting values for the variable ltill, and for Sex, Relat and Mstatus the performance of CANCEIS/SCIA, MLP, SVM varies according to the variable for which they are imputing. SOM is less good, only slightly better than the naive baseline methods. As expected, for the Y2 data that are not contaminated with errors (Table 11) the performance is improved. CANCEIS/SCIA is overall best across the different variables. All methods do extremely well for the variable bath. SVM also have good results for the variables sex, mstatus and relat. However, SOM and IMAI/SOM have not performed particularly well for these variables.

Table 11: Measure of predictive accuracy, D, for four variables (Y2 data).

	
	D

	Experiment
	Method
	Sex
	Relat
	Mstatus
	Bath

	IS20001
	CANCEIS/SCIA
	0.23
	0.05
	0.16
	0.0006

	IS20002
	MLP
	0.23
	0.15
	0.17
	0.0005

	OS20001
	DIS
	0.33
	0.35
	0.32
	0.008

	RS2001
	SVM
	0.25
	0.06
	0.19
	NA

	RS2002
	SVM
	0.28
	0.07
	0.21
	NA

	RS2006
	SVM
	0.27
	0.07
	0.19
	NA

	YS20001
	CMM
	0.26
	0.28
	0.29
	0.0005

	JS20001
	SOM
	0.28
	0.29
	0.23
	0.004

	JS20002
	SOM
	0.34
	0.24
	0.36
	0.014

	JS20003
	SOM
	0.28
	0.30
	0.22
	0.0009

	FS20001
	SOM/donor
	0.30
	0.25
	0.34
	0.0007

	FS20002
	IMAI/SOM
	0.29
	0.12
	NA
	NA

	XS2000
	Donor
	0.50
	0.70
	0.64
	0.013


We assess the preservation of distribution for categorical variables using the W statistic. This tests the hypothesis that the distribution is preserved and follows a 
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 distribution with c-1 degrees of freedom, where c is the number of categories for the variable in question. Tables 12 and 13 show values of the W statistic for each imputation experiment for the Y3 and Y2 data respectively. Where p>0.05 (distribution preserved) the entries are highlighted in bold. For the Y3 data we present results for the variables sex, relat, mstatus and ltill (Table 12) and for the Y2 data we present results for the variables sex, relat, mstatus and bath (Table 13). It can be seen that the random donor methods preserve the distribution for the variables sex, relat, mstatus and ltill. CANCEIS/SCIA also preserves the distribution for the variable sex. Table 13 also shows that SOM does preserve the distribution for the variable relat. In general all methods have very small p-values for most of the SARS variables. Overall CANCEIS/SCIA shows the most promising performance. It should be noted that the performance of each method depends on the regression/matching variables and other tuning parameters chosen. The appropriate choice of these variables is crucial to achieving a good performance.

Table 12: W statistic values for four variables (Y3 data). 

	
	p-value

	Experiment
	Method
	Sex
	Relat
	Mstatus
	Ltill

	IS30001a (B)
	CANCEIS/SCIA
	0.198118
	1041.02
	25.55605
	912.5476

	IS30002 (B)
	MLP
	1706.069
	1185.921
	2809.312
	100.8097

	RS3001 (B)
	SVM
	943.5666
	368.8331
	4842.514
	2220.116

	RS3005 (B)
	SVM
	287.014
	263.6219
	3695.824
	4344.643

	RS3006 (B)
	SVM
	614.4636
	334.7831
	3683.362
	4283.523

	JS30001 (C)
	SOM
	10561.25
	33715.54
	20101.87
	6748

	JS30002 (C)
	SOM
	427.9376
	28815.5
	20101.87
	6748

	JS30004 (C)
	SOM
	427.9376
	28815.5
	20101.87
	6767

	XS30001 (C) 
	Donor
	2.96
	11.4344
	2.020694
	0.349162

	XS30050 (C)
	Donor
	1.935573
	22.23755
	4.622873
	0.305981

	XS30100 (C)
	Donor
	3.455548
	30.69392
	4.399883
	1.618581


Table 13:Values of the W statistic for four variables (Y2 data).

	
	p-value

	Experiment
	Method
	Sex
	Relat
	Mstatus
	Bath

	IS20001
	CANCEIS/SCIA
	0.408731
	42.17677
	40.31782
	20.25

	IS20002
	MLP
	1582.343
	996.7533
	2600.258
	17.28814

	OS20001
	DIS
	654.9575
	1286.806
	919.9193
	104.7946

	RS2001
	SVM
	45.12844
	415.7689
	3349.97
	NA

	RS2002
	SVM
	868.3506
	456.0073
	4591.382
	NA

	RS2006
	SVM
	22.29258
	232.8147
	2944.854
	NA

	YS20001
	CMM
	17.22701
	2707.801
	3705.06
	18.28571

	JS20001
	SOM
	1613.998
	1544.083
	2352.077
	107.5151

	JS20002
	SOM
	367.2464
	12.79776
	564.8326
	240.7717

	JS20003
	SOM
	1595.399
	2297.491
	2987.848
	20.33333

	FS20001
	SOM/donor
	14.63588
	120.3359
	671.1975
	15.26667

	FS20002
	IMAI/SOM
	277.7745
	2258.735
	N/A
	N/A

	XS2000
	Donor
	0.006987
	7.158566
	5.240228
	164.3261


For the continuous variable Age we use the 
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 and Kolmogorov-Smirnov statistics to assess imputation performance. Table 14 gives the results for 
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 for the Y3 data. The statistic 
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 should be close to one for a good imputation procedure. 

From Table 14 it can be seen that the methods CANCEIS/SCIA, MLP and SVM have values of 
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> 0.8. For the method SOM however 
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< 0.5. We assess preservation of true values using 
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. This is a distance measure, so smaller values indicate a better imputation performance. We can see that the methods CANCEIS/SCIA, MLP and SVM achieve the smallest values, in fact SVM performs very well, especially in terms of preserving first and second moments 
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. SOM has the highest 
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 values. For all methods 
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 indicates that the mean of the empirical distribution for age has been reasonably well preserved by the imputation procedures, apart from SOM. We can see how well the variance of the empirical distribution is preserved by using the statistic 
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. The methods CANCEIS/SCIA, MLP and SVM perform better than SOM. For the methods CANCEIS/SCIA, SVM and SOM the Kolmogorov-Smirnov statistic has values ranging from 0.01 to 0.07 confirming that these imputation methods have preserved the distribution for the variable age, but results for MLP and SOM are not as good..

Table 14: Values for selected imputation criteria for variable age (Y3 data - with errors).

	Experiment
	Method
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	IS30001a (B)
	CANCEIS/SCIA
	0.850
	9.04
	0.24
	21.94
	0.0075

	IS30002 (B)
	MLP
	0.853
	8086
	0.83
	60.69
	0.1092

	RS30001 (B)
	SVM
	0.75
	11.51
	1.15
	2.65
	0.0692

	RS30005 (B)
	SVM
	0.92
	6.67
	0.40
	65.35
	0.0280

	RS30006 (B)
	SVM
	0.92
	6.62
	0.43
	66.40
	0.0292

	JS30001 (C)
	SOM
	0.51
	16.63
	3.74
	544.86
	0.1764

	JS30002 (C)
	SOM
	0.37
	17.64
	3.08
	514.98
	0.1591

	XS30001 (C)
	Donor
	0.000001
	32.21
	0.30
	29.47
	0.0091

	XS30050 (C)
	Donor
	0.000026
	32.23
	0.39
	35.32
	0.0110

	XS30100 (C)
	Donor
	0.000009
	32.22
	0.39
	33.00
	0.0012


We now assess the imputation performance on the Y2 data that was error-free. Table 15 gives results for 
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 and 
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 for the continuous variable age. Again CANCEIS/SCIA, SVM MLP and CMM perform well. The methods IMAI/SOM and SOM with regression also perform very well. SVM and CANCEIS/SCIA achieved the smallest 
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 values and values of 
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 > 0.9.  CANCEIS/SCIA, SVM, CMM, and SOM with regression are best in preserving the mean (m1) while CANCEIS/SCIA, SOM/donor and IMAI/SOM achieved the best results for preserving the raw second moment of the empirical distribution. The Kolmogorov-Smirnov statistic is in the range 0.01 to 0.09 for the methods CANCEIS/SCIA, SVM, CMM and IMAI/SOM confirming that these methods have preserved the distribution for age. MLP, and DIS also have low values (<0.13). In summary the methods CANCEIS/SCIA, SVM, CMM, IMAI/SOM and SOM with regression show good performance for the imputation of the variable age, while the performance of the methods SOM and DIS was not as good.

Table 15: Values for selected imputation criteria for variable age (Y2 data - without errors).

	Experiment
	Method
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	IS20001
	CANCEIS/SCIA
	0.926073
	6.249487
	0.171317
	17.29991
	0.00607

	IS20002
	MLP
	0.863691
	8.482209
	0.524163
	148.7667
	0.103244

	OS20001
	DIS
	0.591329
	17.45294
	6.019617
	593.8579
	0.131801

	RS2001
	SVM
	0.946346
	5.315706
	0.613262
	79.23829
	0.036347

	RS2002
	SVM
	0.937552
	5.702528
	0.237599
	58.01568
	0.024444

	RS2006
	SVM
	0.942952
	5.457148
	0.261328
	36.08478
	0.022656

	YS20001
	CMM
	0.820548
	9.721793
	0.025185
	46.32909
	0.052261

	JS20001
	SOM
	0.197077
	24.05214
	4.69175
	335.1553
	0.09484

	JS20002
	SOM
	0.572164
	14.92676
	0.181788
	234.4577
	0.203346

	JS20003
	SOM
	0.008383
	29.13619
	9.20166
	574.4546
	0.23152

	FS20001
	SOM/donor
	0.865529
	8.49288
	0.140562
	6.962375
	0.00613

	FS20002
	IMAI/SOM
	0.891531
	7.638982
	0.152414
	4.859234
	0.011724

	XS20000
	Donor
	0.000016
	32.17
	0.034
	2.29
	0.003295


4.5.3 Summary

For the imputation of the SARS dataset the donor method implemented in CANCEIS/SCIA performed better than the neural network methods. DIS, also a donor system, did not perform particularly well compared to CANCEIS/SCIA. This may be due to a poor choice of matching variables. DIS allows matching variables to be specified in two ways. Either a combined set of matching variables can be specified for all variables to be imputed or a separate set of matching variables can be specified for each variable to be imputed. A combined set of matching variables was used to impute the dataset for the Euredit project. Results should be better if separate optimal matching variables were specified for each variable to be imputed.

CANCEIS/SCIA was the best performer across all measures for the imputation of the continuous variable Age. SVM, CMM, IMAI/SOM and SOM with regression achieved good results on several of the measures. CANCEIS/SCIA and SVM may be better suited for imputation of datasets where most variables are continuous. The CANCEIS/SCIA and MLP editing procedures show promising results. 

Thorough exploratory analysis of the data is crucial to achieving a highly successful edited/imputed dataset and the extent to which this is done well will affect the results. The selection of appropriate matching variables and other tuning parameters may require many hours of analysis. In addition to this most systems require lengthy set up times and run times but more time and expertise invested in preparation should result in higher quality imputed datasets.
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