4.6 German Socio-Economic Household Panel (GSOEP)

This dataset is a selection from the German household survey for people who participated in the survey over the years 1991 to 1996. Those persons and households who did not participate in any of these 6 surveys were excluded from the data set. For each year there are 30 variables concerned with education and employment for each participant, plus identification variables.  Out of these, two are concerned with personal and household income and may have missing values. For each person, both the personal income (later symbolised with INCOME91, INCOME92,… and INCOME96, and the household income (HHINCO91, HHINCO92, …, HHINCO96) are either both missing or both present. Hence the missingness pattern is the same for both these variables in each survey year. There are 63 different types of patterns with missingness in the data. The proportion of these cases is almost 90%, since the 64th pattern without any missingness covers 10.5 percent only. Each pattern with one missing value (for one year) covers about 4.5 percent of the whole data; since there are 5 years the whole percentage is about 22.5. Some of the missingness patterns are fairly rare, consisting of less than 1 percent of all the observations. Surprisingly, all the values are missing for one pattern. This does not look to be realistic. In general, the whole pattern seems to be somewhat too randomised, so that there are cases for each of the possible 26 = 64 combinations. But, nevertheless, the imputations have been done from these somewhat unrealistic starting points. 

4.6.2 Imputation methods applied
Imputation has been carried out on all GSOEP variables by the methods NDA-SOM, CMM, DIS and IMAI. The model for NDA-SOM is based on TS-SOM as for the other datasets.

The two different approaches were used for SOM, both based on selected categorical auxiliary data from the survey period – they did not take advantage of the data from preceding years as it is possible in panels. No editing has been performed, thus no effort for looking at the data is used. It is even so that no logicality between personal income and household income was used. Their procedure may be considered thus as a fairly automatic imputation. 

The first experiment exploits four categorical variables in TS-SOM modelling, whereas the second uses target variables themselves, in addition to the four ordinary auxiliary variables. The latter approach should be, theoretically, superior to the first given that the exploitation of target variables has some value added. On the other hand, more auxiliary variables could be tried to exploit in both experiments. The TS-SOM model was in the first experiment (SOM3) constructed for layer 4 (i.e. giving 256 terminal nodes), and in the second for layer 3 (SOM4 - 64 nodes), respectively.  

The imputation tasks are almost same in these experiments: normal probability distributions are used in imputation cells to impute missing values. The experiment SOM3 estimates means and variances for the normal distributions directly from observations in imputation cells, whereas SOM4 uses kernel smoothed estimates of means and variances. Therefore if there are only a few observations in an imputation cell then SOM4 should theoretically have better estimates for mean and variance. The SOM3 experiment limits imputation’s output within data set’s minimum and maximum values, whereas SOM4 limits the output within four times imputation cell’s standard deviation from the cell’s mean. Both applications are thus as model-donor ones, although NDA-SOM have the options for real-donor imputations, too. Both of the experiments are quite similar and we cannot say anymore in advance, which could be superior, we have to look at results. These will be presented in the next sub-section. 

Like NDA-SOM, CMM method is also a neural nets technique. However, both imputation model and imputation task differ from each other in these neural nets approaches. As with NDA-SOM the procedure is highly automated. If adequate metadata is available to be used in describing the data set to the system, and a few flags are selected, then no other intervention is required. In CMM, the model task and the metrics for nearness are integrated together quite well, so that a model is difficult even to recognise. The procedure involves a training phase and a recall phase. During training the network weights are determined using a single pass through the data set. In the recall phase the data set is scanned, and each unit (record) with missing values is used as an input to the trained network. The network output is a list of units in the data set that are similar to the input record, so that the k nearest neighbours for each unit with missing values are identified. Next there are 5 options for imputation (‘modes’ in their terminology), two of these are real-donor techniques and three model-donor techniques, respectively. In principle, this last step is analogous to NDA-SOM, but the modelling/metrics tasks differ, essentially. 

When applying CMM for the GSOEP data, in effect, the model exploited basically all auxiliary variables available. However, this is seen as an advantage since the system becomes easier to use if all variables are included by default, and the user is not required to decide which variables are more relevant. It can also be noted that the panel structure of the data set was not taken into account when using the CMM method.  For imputation, several alternatives were tested but the two most promising were chosen. In the first experiment, the Nearest Neighbour mode was chosen (thus real-donor method), whereas and the Euclidean distance weighted mean mode was exploited for the second experiment (model-donor).

ONS Donor imputation method (DIS) is an application of real-donor methods. The imputation model and the metrics for nearness have been integrated as in CMM, but not so explicitly, since a user must have made several choices without automatics during the process. Much will depend on how good these choices are. Matching variables used in the imputation include wegen, ausb, erwz, betr, oeffd, iscoh, branch, sex, bilzeit and pbb02 for the years 1991 to 1996. There are three metrics’ for nearness in the current version, that is Euclidean and Manhattan distance measures and linear regression based method (a solution to RBNN, see Laaksonen 2000, 2002). Euclidean distance was used to impute all GSOEP variables. 

For GSOEP, auxiliary or matching variables were obtained after assessing bivariate scatter plots and the Pearson correlation coefficients. They wish to exploit the longitudinal aspect of this data set by using the previous years data to match on if it is available. For example if income in 1996 is missing but is present for all previous years then we would use the previous years income variables as matching variables in the search for a donor. For this reason a single donor to impute all missing variables in a record is not appropriate, so for this data set we impute using individual donors for each imputation variable. The full data set was used to impute all variables. 

The IMAI approach for the GSOEP was a fairly straightforward RBNN application as far as personal incomes (INCOME91,…, INCOME96) are concerned. First, an imputation model was built so that log(income) was a target variable, and most available auxiliary variables were attempted in model building. Then the model for the first year (INCOME91) was concerned, the auxiliary variables were only from this same year, but when going to the subsequent years, the completed income from the previous year were added in the set of auxiliary variables. In this data set, the auxiliary variables from later years could be exploited, too, but because this does not follow real-life, this was not done. Without doubt, this would have been improved the results.

When the imputation model was estimated, the predicted values without noise term were calculated, and the metrics of these was used when searching for the nearest neighbour (basic RBNN approach, Laaksonen 2000). 

When all missing values for personal incomes were replaced by these imputed values, these were summed up to each particular household using the respective household code, and consequently, the completed values for household incomes were obtained (HHINCO91,…, HHINCO96). This gives a consistency between these income concepts in the data set given that the codes are correct. Due to some errors in these codes, such as that the appearance of two household codes for one household, they decide to use a majority code. 

Table 4.6.1 shows the times taken for the imputation procedures to run and the preparation times for each method. 

Table 4.6.1: Preparation and run times for each method.

	Method
	Preparation (minutes)
	Imputation run time (seconds)
	Hardware

	SOM 
	10 
	35
	Intel Celeron/700MHz +256MB RAM

	CMM
	30
	600 (also includes training time)
	AMD Athlon 1200MHz; 512MB RAM

	DIS 
	240
	180
	Dell Precision 420 Pentium 3

	IMAI 
	60
	145
	IBM 300GL, Intel Pentium III 500MHz


4.6.3 Evaluation

There are several aspects to compare over seven experiments available from the four Euredit partners. All missing values are concerned with incomes. Important measures for cross-sectional incomes are first of all the level of income that is measured by average or median. The latter one is not included in the NAG software and hence we only can look at the average which is symbolised by m1. Moreover, and even more importantly, income researchers are interested in income distributions, that is, in income differences. The NAG software gives some useful measures for this purpose, the Kolmogorov-Smirnoff measures k_s, k_s1 and k-s2, and also overall variance with symbol m2. We prefer the first Kolmogorov-Smirnoff measure k_s and m2 but present results based on others, too. 

Naturally, the preservation of individual values, that is, measures dl1 and dl2 are important, and of these we prefer the first one. Measure dlinf is a special case, giving information about a maximal failure in imputations. This is not always a clear quality measure, it also may be interpreted as an indicator on ‘good or bad luck’ in imputations. 

Good results from cross-sectional surveys are not only of value in income panels. It would be advantageous to compare both yearly aggregate income changes and individual income changes from one year to the next, and all for changes in income distributions. This being the case, it would be advantageous if imputations would be performing so that this kind of measures would be accurate, too. The NAG software gives little opportunities for panel-based considerations, and we only can look at how stable a certain accuracy measure is from one period to the next. However, as agreed in the Euredit meeting, the evaluations will be focused on the first and the last year of the survey, that is, on the years 1991 and 1996.   

4.6.3.1 Results

For unknown reasons, the NAG software did not get any results in the case of several IMAI applications for measures ‘slope’, ‘t-val’, ‘mse’ and ‘R-square’. For some years, there are results, but not for all. Hence we cannot compare completely these methods using these measures. Consequently, Table 4.6.2 does not include results of these measures but all the others. Fortunately, the conclusions will not differ essentially although these four measures could be included in these considerations. This table gives an overall picture of the success of the seven experiments. Later, we try to look at some figures in more details and try to find explanations for these results. 

Table 4.6.2. Preservation of true values, evaluation data. Overall averages for variables

                     INCOME91, INCOME96, HHINCO91 and HHINCO96

	Experiment
	dl1
	dl2
	dlinf
	k_s  
	k_s1
	k_s2  
	m1
	m2
	MSE2

	CMM1
	23602
	37791
	385982
	0.0374
	0.0044
	.000071
	1506
	535023242
	1869642

	CMM4
	20747
	32301
	322935
	0.0630
	0.0118
	.000373
	1547
	698750000
	891893

	DIS
	30210
	46027
	477421
	0.0864
	0.0079
	.000198
	3361
	249701704
	1981258

	IMAI3
	8222
	19029
	227800
	0.0204
	0.0028
	.000039
	438
	100515652
	409331

	IMAI4
	8186
	19075
	228231
	0.0225
	0.0032
	.000040
	559
	141355105
	478826

	SOM4
	38698
	51875
	380952
	0.1077
	0.0194
	.001242
	3437
	591750000
	2086585

	SOM3
	31042
	43847
	373986
	0.1081
	0.0113
	.000401
	1100
	265000000
	585453

	All
	22958
	35706
	342472
	0.0636
	0.0087
	.000338
	1707
	368870815
	1186141


Table 4.6.2 shows that an IMAI method is best for all quality measures. There does not seem to be much difference between IMAI3 and IMAI4, although the former is a bit better, and hence we exclude application IMAI4 from the following considerations. Although the two SOM specifications are quite the same, the SOM3 performs on average much better. Experiment SOM4 does not work well. A reason for bad performance of SOM4 is probably the fact that the experiment maybe limits imputation’s output within imputation cells to too narrow area (too close to the imputation cells’ means). We exclude this technique from later comparisons. From two alternatives for CMM, number 4, works better, thus a model-donor technique for the imputation task seems to be better. Since in some cases, CMM1 (NN) is superior to CMM4 (weighted mean), we keep both alternatives for later considerations. 

Secondly, we looked at all variables, from 1991 to 1996, and concentrated on ‘distributional measures,’ i.e, measures k_s, k_s1, k_s2 and m2, on one hand, and on ‘exactness measures,’ i.e. dl1 and m1, on the other. All these measures should be as small as possible. Hence we evaluate a relative performance of each measurement and variable benchmarking these to their averages.  Each measure was considered to be as important. The negative value means that the performance of this experiment for this variable has been better than the overall average of all five experiments. Table 4.6.3 shows the results.

Table 4.6.3. Preservation of true values, evaluation data. The full average results for distribution and exactness. 60 experiments are ranked by the relative performance from both sides (left=distribution performance, right=exactness performance).
	Experiment
	Variable
	Distribution
	Experiment
	Variable
	Exactness

	IMAI3
	hhinco96
	-0,85177
	IMAI3
	hhinco95
	-0,84558

	IMAI3
	income94
	-0,84899
	IMAI3
	hhinco96
	-0,83843

	IMAI3
	hhinco93
	-0,84439
	IMAI3
	income93
	-0,78974

	IMAI3
	income93
	-0,82321
	IMAI3
	income94
	-0,78412

	IMAI3
	income92
	-0,80775
	IMAI3
	hhinco93
	-0,75052

	IMAI3
	income95
	-0,75387
	IMAI3
	income96
	-0,69221

	IMAI3
	income96
	-0,74698
	IMAI3
	income95
	-0,61683

	CMM1
	income94
	-0,72998
	CMM1
	income94
	-0,56991

	IMAI3
	hhinco92
	-0,66112
	CMM4
	income94
	-0,55152

	IMAI3
	hhinco95
	-0,65845
	IMAI3
	hhinco91
	-0,54537

	DIS
	income91
	-0,65596
	CMM4
	income93
	-0,52724

	CMM1
	hhinco92
	-0,63212
	IMAI3
	hhinco94
	-0,52218

	IMAI3
	hhinco94
	-0,59898
	CMM1
	income93
	-0,51461

	IMAI3
	hhinco91
	-0,59803
	IMAI3
	hhinco92
	-0,5013

	CMM1
	income91
	-0,59434
	CMM1
	income91
	-0,47455

	IMAI3
	income91
	-0,55488
	CMM1
	income92
	-0,45873

	CMM1
	income93
	-0,50652
	IMAI3
	income92
	-0,43094

	CMM4
	income94
	-0,48401
	IMAI3
	income91
	-0,38405

	CMM1
	income95
	-0,41959
	CMM4
	hhinco91
	-0,34283

	SOM3
	hhinco94
	-0,38072
	CMM4
	hhinco92
	-0,33373

	CMM1
	income96
	-0,38024
	SOM3
	hhinco93
	-0,31652

	CMM1
	hhinco94
	-0,31979
	CMM4
	income96
	-0,30926

	SOM3
	hhinco92
	-0,31726
	DIS
	income91
	-0,29363

	CMM1
	hhinco93
	-0,29714
	CMM1
	hhinco91
	-0,25285

	SOM3
	hhinco93
	-0,2936
	SOM3
	hhinco96
	-0,22898

	CMM1
	hhinco91
	-0,2307
	DIS
	income92
	-0,21929

	CMM1
	hhinco95
	-0,22789
	CMM1
	hhinco92
	-0,21905

	DIS
	income92
	-0,20727
	CMM4
	income95
	-0,20635

	CMM1
	income92
	-0,14713
	SOM3
	hhinco92
	-0,20036

	CMM4
	hhinco92
	-0,12776
	SOM3
	hhinco94
	-0,14059

	DIS
	income95
	-0,12135
	CMM1
	income96
	-0,03636

	SOM3
	hhinco95
	-0,1117
	CMM4
	income91
	-0,02909

	CMM1
	hhinco96
	-0,10359
	CMM1
	income95
	-0,0173

	CMM4
	income93
	-0,04992
	SOM3
	income95
	-0,0152

	CMM4
	income95
	0,001617
	SOM3
	income96
	-0,00322

	DIS
	hhinco96
	0,047219
	SOM3
	hhinco95
	0,022165

	SOM3
	hhinco91
	0,110592
	CMM4
	income92
	0,063953

	CMM4
	income96
	0,131642
	CMM4
	hhinco94
	0,081477

	SOM3
	hhinco96
	0,174402
	CMM4
	hhinco93
	0,105947

	DIS
	hhinco91
	0,217338
	CMM1
	hhinco93
	0,107928

	CMM4
	hhinco95
	0,239408
	CMM1
	hhinco94
	0,109992

	CMM4
	income91
	0,314067
	SOM3
	hhinco91
	0,127837

	DIS
	income96
	0,324031
	CMM4
	hhinco95
	0,134559

	SOM3
	income93
	0,376524
	CMM1
	hhinco95
	0,187155

	CMM4
	income92
	0,400017
	CMM4
	hhinco96
	0,227605

	CMM4
	hhinco94
	0,410546
	CMM1
	hhinco96
	0,241163

	CMM4
	hhinco91
	0,500800
	SOM3
	income94
	0,263414

	SOM3
	income94
	0,566512
	SOM3
	income93
	0,412621

	SOM3
	income96
	0,671544
	DIS
	hhinco94
	0,471298

	CMM4
	hhinco93
	0,715503
	DIS
	hhinco95
	0,501704

	DIS
	hhinco93
	0,719630
	DIS
	hhinco96
	0,59864

	CMM4
	hhinco96
	0,733743
	DIS
	hhinco93
	0,853165

	DIS
	hhinco95
	0,758627
	DIS
	income95
	0,855672

	SOM3
	income92
	0,762136
	DIS
	hhinco91
	1,013209

	DIS
	hhinco94
	0,888947
	DIS
	income96
	1,041052

	DIS
	income93
	1,003124
	SOM3
	income92
	1,045009

	SOM3
	income95
	1,293188
	SOM3
	income91
	1,181318

	SOM3
	income91
	1,491107
	DIS
	hhinco92
	1,25444

	DIS
	income94
	1,496475
	DIS
	income93
	1,418963

	DIS
	hhinco92
	1,738257
	DIS
	income94
	1,642141


The full results from the four experiments but for 12 variables illustrate clearly how well IMAI performs. There are 7 IMAI results in the top, the maximum number being 12. Some results for other experiments such as CMM1 (and partially CMM4) for INCOME94 are also very successful. Results for DIS seem to be varying a lot. There are a few good DIS results but a number of these results stands also in the end of the ranking. SOM results are also varying quite much. It seems that the later years have been more successful for IMAI than earlier years. This may be derived from a panel approach used. Some values for CMM are also positive illustrating a non-good relative performance. 

There is a specific observation within these 6 years. A true value in 1995 was extremely high, more than one million although for other years, the maximum values were less than half an million. None of the seven methods was able to find this outlier, as expected since this was not possible to predict from the observed data.   

We wanted to look at some results in more details but not for all years. In the next section, we present some detailed results for the first year, 1991, and for the last year, 1996, respectively. 

Detailed considerations

Next, we look at the performance of the five methods from some important perspectives. First, we look at personal incomes and continue with household incomes. In each graph, the measures from both years are plotted. providing an opportunity to look at a kind of ‘time-stability’ of the methods.

Figure 4.6.1 concerns the performance of imputations for personal income. For all alternatives, the performance using measure dl1 was better for the first year, 1991, and almost always when using measure k_s, too. The exception is CMM4 that performs a bit better for 1996. For methods DIS and SOM, the difference in both measures is rather big so that the result for 1996 is essentially worse than for 1991. Methods IMAI and both CMM’s are rather stable for both years, which may be considered a good point from the point of view of income changes between these years.  
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Figure 4.6.1: Scatter plot between dl1 (x-axis) and k_s (y-axis) for the five methods for personal income from 1991 to 1996 (line)
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Figure 4.6.2: Scatter plot between m1 (x-axis) and m2 (y-axis) for the five methods for personal income from 1991 to 1996 (line)
When looking at the performance in average personal incomes, it is worsening from 1991 to 1996 for both CMM’s and DIS, whereas improving slightly for IMAI and SOM. There are, on the other hand, very good results in 1991 for both indicators m1 and m2 when using methods CMM1, DIS and IMAI. For some reasons, CMM1 and DIS do not work well in 1996. 

[image: image3.emf]
Figure 4.6.3: Scatter plot between dl1 (x-axis) and k_s (y-axis) for the five methods for household income from 1991 to 1996 (line)
The results are worsening for all other methods except for IMAI when imputing household incomes. This may be due to the independent handling between personal and household incomes. Analogously to personal incomes (cf. Figure 4.6.1), both CMM’s and IMAI are fairly stable from 1991 to 1996. 
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Figure 4.6.4: Scatter plot between m1 (x-axis) and m2 (y-axis) for the five methods for household income from 1991 to 1996 (line)
The basic structure of these results differs to some extent from those presented in Figure 4.6.3. Namely, the results improve using measure m1 in the case of methods IMAI, SOM and DIS. Both results are, interestingly, better in 1996 than in 1991 for IMAI. This may be due to the learning from the panel. On the other hand, the both CMM results, are becoming worse essentially in both measures. 
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Figure 4.6.5: Scatter plot between dl1 (x-axis) and m1 (y-axis) for the five methods for personal income and household income in 1991 (line)
The performance from personal incomes to household incomes worsens in all cases for these measures, the average income (m1) and the average preservation (dl1). The deterioration is smallest for IMAI and highest for DIS. However, the reduction in quality is quite minor for measure m1 as far as CMM and SOM methods are concerned.  
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Figure 4.6.6: Scatter plot between k_s (x-axis) and m2 (y-axis) for the five methods for personal income and household income in 1991 (line)
The quality changes are quite clear for these distribution measures, too. The performance is better for personal incomes than for household incomes in both measures with exception of SOM in which case, the performance will remain at the same level for measure m2. 

[image: image7.emf]
Figure 4.6.7: Scatter plot between dl1 (x-axis) and m1 (y-axis) for the five methods for personal income and household income in 1996 (line)
Apart from IMAI all other methods perform much worse with household income than with personal income in 1996. SOM however gives a bit better result for m1 for household income than for personal income. DIS is least successful for both variables. 

[image: image8.emf]
Figure 4.6.8: Scatter plot between k_s (x-axis) and m2 (y-axis) for the five methods for personal income and household income in 1996 (line)
These distribution results differ from each other more than any previous ones. Each method seems to be in its own area. CMM results are relatively good for personal incomes but worse for household incomes, and especially bad for m2. DIS and SOM performs relatively well for m2 but relatively badly for k_s. SOM, interestingly is better for household incomes than for personal ones with this measure.   

4.6.4 Summary

For the imputation of the GSOEP data set the IMAI has performed better than any other method tested. This is the case in almost all measures and variables. What is the next best method, it is not absolutely clear, since there are varying results. However, CMM is very often the second best for personal incomes, but for some reasons, this does not work as well with household incomes.  SOM is relatively good with household incomes although it is not generally good. SOM imputation experiments could be improved by doing more data-analysis and trying additional training variables. In addition, using SOM with real donor imputation methods (nearest neighbour and random donor) might produce better results too. DIS performs well with some indicators, but not well with others.

It is not easy to explain differences between methods. It is however clear that an advantage of this IMAI application is that some logical editing has been done before imputations. Obviously, such editing has not been done in other applications. It is difficult to say how much this has helped since any complete test without this kind of editing was not performed. However, when writing this summary, we were able to compare some measures with each other derived from the data without any editing, on one hand, and from the data after some editing. The differences for the means, the standard deviations and some quantiles were small, mostly less than 1 percent, but in one case 4 percent. These give the impression that IMAI is good without this kind of editing which was not always any advantage due to the inconsistency problem between household and personal incomes. 
In addition to editing, IMAI has tried to take an advantage of the logic between personal and household incomes although this is not absolutely logical in the data set, summing personal incomes to household incomes. This may explain about relatively worse results with household incomes when using other methods. SOM is however in some respects an exception. Note that the imputation strategy could be opposite to that applied in IMAI: it could be easier first to impute household incomes and next logically (sharing) to impute personal incomes. It would be even more useful to make imputations from both directions and then continue with editing tools so that the accounting is correct. 

As mentioned the tests with the GSOEP have been performed from a somewhat different starting points. Hence the methods themselves cannot be completely compared based on the results for these seven experiments. It could be profitable to continue these with more co-ordination in starting points. IMAI could be done without pre-editing, or alternatively, all others with same editing as used for IMAI. Also, SOM could be done using real-donor techniques, and DIS using another distance measure for nearness. Moreover, it could be interesting to look how well some other methods such as CANCEIS/SCIA, MLP and SVM would perform with this panel data. In addition, the missingness for the GSOEP could be introduced differently, being closer to real life. But this kind of further experiments is not possible under the official Euredit project. 
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