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4.1 Introduction

This chapter aims to summarise the results of the Euredit project in a way that will inform users who need to make choices about which edit and imputation methods or combinations of these they should use in a practical implementation of their data processing system. Such a system is likely to include more than one method and may well also involve some manual interventions, and detailed analyses of data. This chapter aims to give the results, while chapter 5 gives some recommendations based on the Euredit experience.

The results of the experiments undertaken in Euredit were very diverse and to a large extent depended on the nature of the data being treated. For example different methods are more or less appropriate depending on whether the variables are categorical or continuous, and, if categorical, whether nominal or ordered, and so on. In addition, the number of categories of a categorical variable, and the distribution of records over these categories, can influence how well a method performs as far as editing and imputation for this variable is concerned. Method performance also depends on whether there are dependency relationships between variables within a record or dependencies between records that can be exploited in edit and imputation. In Euredit different methods made use of such relationships to varying extents. Some methods were more reliant on the user having the analytic skills to specify one or more models for the distribution of the “true” data and to optimally fit these models based on the observed data, while others require very little user knowledge or intervention. Thus the extent to which any method will perform in practice will depend heavily on characteristics of the data and the level of skill of the implementer.

In the Euredit project six representative datasets were chosen to reflect the range of editing and imputation problems most frequently encountered by National Statistics Institutes, Research Organisations, and similar groups. These datasets are described briefly in Chapter 2, and in more detail in Appendix B of Volume 2. These six standard evaluation datasets comprised:

· UK Annual Business Enquiry (ABI); 
· Swiss Environmental Protection Expenditure survey (EPE); and
· Danish registry data linked to their labour force survey (DLFS);
· UK Census (1 percent sample of anonymised household records) (UKSAR);
· German Socio-economic Panel Survey (GSOEP); and
· Stock price time series.
In keeping with the philosophy that the type of data is likely to be the main factor influencing the choice of methods, this chapter is subdivided into six subchapters giving results for each of the six datasets. In all cases the aim is to evaluate the editing and imputation performances of the various methods developed and/or implemented by the Euredit partners when applied to each of these datasets.

It is worth noting that two datasets, the Danish Labour Force Survey (DLFS) and the GSOEP datasets, were used for imputation only (in both cases for a continuous variable, income), while the other datasets were used to test out both edit and imputation methods. In the DLFS dataset the pattern of missingness was a real one, since the data consists of complete registry data for those who participated in the survey, with the observed survey missingness for income used to create the missingness pattern. For GSOEP the missing personal and household incomes are essentially generated randomly, which is probably not realistic, since whether income is missing or not may well depend on other characteristics of the respondent. For the EPE data the pattern of missingness is also random, being those values where guesses had to be made by respondents. For the other datasets missing values and errors were essentially randomly generated, where the proportion with missing or errors of different types was set to approximate that observed in the real data. Ideally “pre-edit” and “post-edit” data should have been used, but it was not then standard practice at the institutions to keep copies of unedited data for research purposes. For each dataset two versions of perturbed data were produced, the Y2 version consisting of clean data with missing values, and the Y3 version consisting of data with errors in addition to missing values. The Y3 datasets were used for comparing edit performance and imputation performance in the presence of errors, whereas the Y2 datasets were used to compare imputation methods where data had already been thoroughly edited before being passed to the imputation phase of the processing system.

Finally, we observe that, while panel data were examined in Euredit, there were no specific performance criteria for panel data that measured the extent to which changes over time for individuals/ businesses were preserved. This remains a subject for further research. Notwithstanding, an attempt was made to examine stability of imputation performance over time using the GSOEP data.

