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Summary
This report describes the development of standard imputation methods for three datasets: the Danish Labour Force Survey (LFS); the UK Annual Business Inquiry (ABI); and the Swiss Environment Protection Expenditures Survey (EPE). For the LFS that contains only a single variable with missing values, regression imputation methods are used based on a variety of multiple regression models. The other two surveys contain many variables with missing values. For some variables in these surveys multivariate regression methods have been applied. For other variables in the ABI and EPE data other methods have been evaluated as well. In particular, there are many “partial” variables that add up to a total variable. Imputation of these  “partial” variables is not only complicated by the additivity constraint but also because these variables contain large numbers of zero values. The selected imputation strategies have been applied to the evaluation data sets. The results of the application to the evaluation data sets are described in a separate report. 

Keywords: Imputation, Euredit, Multivariate regression, Nearest Neighbour Hot deck, Ratio hot deck.
1
Introduction

This report describes the development of standard imputation methods (WP 5.1). These standard methods include regression imputation based on univariate and multivariate regression models and certain hot deck methods The methods are described in detail in a separate methodological report (Pannekoek, 2002a). The application of the selected methods to the evaluation data and the results thereof are described in (Pannekoek, 2002b). For the development the following three datasets have been used: 

· Danish Labour Force Survey (LFS);

· UK Annual Business Inquiry (ABI); and

· Swiss Environment Protection Expenditures survey (EPE).

In section 2 of this report, the imputation methods are very briefly summarized. Sections 3, 4 and 5 describe the results of the application of these methods to the development versions of the LFS, ABI and EPE datasets, respectively. Each of these sections starts with a subsection in which the dataset is described in terms of the number of records, characteristics of the variables, number of missing values, etc. This subsection is followed by a subsection describing the imputation methods that are applied to different groups of variables in the dataset. Next, the results of these imputation methods are described. The section for each dataset ends with a discussion of some of the results. 

2
Methods

2.1 Regression imputation methods

For the applications in this paper the following two regression methods can be distinguished:

· Regression imputation for a single target variable

Regression imputation is straightforward if only one variable with missing values is considered and the predictor variables that are used do not contain missing values. This is the case for the Danish LFS. In such a case imputation can be based on the usual linear multiple regression model. The parameters of the model are estimated using the records for which the target variable is observed. Using the estimated parameters, deterministic regression imputation of the missing values of the target variable entails replacing this missing value with its conditional expected value: the regression prediction.

· Multivariate (simultaneous) regression imputation

Often, some or all of the predictor variables also contain missing values and these predictor values become also candidates for imputation. In such cases, as for instance the ABI dataset, there is no clear distinction between predictor variables and target variables. In each record, all variables with missing values in are simultaneously imputed, using a regression model with the observed variables in that record as predictors. The regression model will thus vary between records. 

2.2
Hot deck methods

The regression methods are based on a linear additive model for the data. When such a model is not a realistic approximation for the data, regression imputation may give poor results. In the EUREDIT business surveys (ABI and EPE) there are a number of variables with many zero values (often 50% or more). For such variables, the assumption of a linear model for a continuous dependent variable is problematic. For these variables other standard methods have been applied. 

Two more or less “standard” hot deck methods are considered. The first is a straightforward nearest neighbour strategy (within classes). The second is an adaptation of this method for variables that add up to a given total (such as the purchase variables in the ABI dataset that add up to purtot). 

· Hot deck within classes

Within classes a nearest neighbour hot deck method is used based on a distance function proposed by e.g. Little and Rubin (1987, p. 66) and also used by the GEIS software (Generalised Edit and Imputation System) of Statistics Canada (GEIS Development Team, 1998). The distance between records i and 
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where the zij (zi’j) are the scaled values of the scaled auxiliary variables in a record i. A donor record is chosen such that the maximal absolute difference between the auxiliary variables of the donor and the receptor is minimal.

· Ratio hot deck

This method is used for variables that add up to a given total. For instance for the long-form ABI-data the purchase variables (pursale, purhire, purins, etc.) together represent a specification of the total amount spent on purchases of goods and services and these purchase variables are “subtotals” that must add up to the total variable (purtot). If the total is observed but some of the subtotals are missing, the difference can be calculated between total and the sum of the observed subtotals. This difference equals the sum of the missing subtotals. The sum of the missing subtotals can then be distributed over the missing subtotals using ratios obtained from a donor record. This imputation method ensures that the subtotals will add up to the total, it imputes zero values if the ratios in the donor are zero and it reduces to a deductive imputation if only one of the subtotals is missing. 

2.3
Hot deck combined with regression

Some variables, for which regression imputation does not work well because they contain a lot of zeroes, are not subtotals that add up to a total variable. Such variables can therefore not be handled by ratio hot deck imputation. One approach for such variables is to use the standard nearest neighbour hot deck method outlined in section 2.2. Another approach, that brings regression back in the picture, is to consider a two step procedure that separates the imputation of zero values and positive values. The imputation of zero values can be done by a hot deck method whereby missing values are only imputed if the corresponding donor value is zero and left missing otherwise. In the second step, the remaining missing values can be imputed by regression, possibly using a log-transform of the target variables to ensure that the remaining missing values are imputed by positive values. 

2.4 Evaluation criteria

The imputation methods have been applied to three surveys: LFS, ABI and EPE. For these surveys “development” data are made available that contain n missing values but the true values are given as well. These development data can be used to select an imputation strategy that will be applied to a similar data set with missing values for which the true values have not been made available.

A simple criterion that evaluates the imputations of a variable y on an aggregated level is the relative difference in means defined by:
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 denote the true value of y and the imputed value of y in record i, respectively and the summations run over the missing values only. This criterion is relevant if the primary output consists of means and totals. 

Criteria that evaluate the imputations at an individual level are suggested by Chambers (2001). Among many others, these criteria include the L1- and L2-norm, the Relative error and Pearson’s correlation coefficient defined by:
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3 Danish Labour Force Survey

3.1
Description of the dataset

For the experiment with the Danish Labour Force Survey data, the synthetic dataset Lfs_dk3 is used. This dataset contains 200,000 records and 13 variables. None of these variables contains missing values, however for the variable income a missing value indicator is present that shows which values should be treated as missing. By the application of this missing value indicator (response) 53,677 missing values are introduced in the dataset. The aim of this study is to impute these missing values with the aid of regression methods.

The variables that are included in the regression models are listed in table 3.1. The variable area has a two-digit code that results in 12 categories. By using only the first digit, a classification in three categories is included in the regression models for this study. For the categories of the nominal and ordinal variables, dummy variables have been created in the usual way (one less than the number of categories). 

Table 3.1: Variables used for regression imputation of income for the Danish LFS dataset.
Variable used
Description
Type

Dummy variables

sex

male/female
nominal 2 categories
male

age

age of respondent

continuous

-

marriage

marital status

nominal 2 categories

marriage
education

longest education
ordinal 4 categories
edu01, edu02, edu03
business

last employment
nominal 4 categories
bus01, bus02, bus03
unemploy

employed/unemployed
nominal 2 categories
unemploy
children

any children at home
nominal 2 categories
children
cohabite

living with another adult
nominal 2 categories
cohabite
area

area living in
nominal 12 (3) categories
are01, are02

Phone




nominal 2 categories

phone

income

income before tax

continuous

-

3.2
Description of the imputation strategy

Since only a single continuous variable contains missing values, standard univariate regression models are appropriate imputation models for this dataset. A number of different regression models has been examined and these models are described in this section. A summary of the models is given at the end of the section.

By using the variable age and the dummy variables for all nominal and ordinal type variables as predictor variables, a number of linear regression models is formulated for the prediction of income. All models include a constant term. The first model considered contains the main effects of all 15 predictor variables listed in table 3.1, which amounts to a total of 16 parameters. The second model extends this model by adding all pair wise interactions between the predictor variables, which amounts to adding 98 parameters. 

From figure 3.1, showing the mean income for each year of age, it appears that there is a non-linear relation between income and age. To capture this non-linearity a categorical variable age-class is formed by dividing age in three classes (15-25, 26-46, 47-66), resulting in two more (dummy) predictor variables. Furthermore, the square of age is also considered as an additional predictor variable.

Fig. 3.1: Mean observed income against age.
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Using these additional variables, three more models are formulated. Model 3 is built by the extension of regression model 1 with one parameter for age-squared and similarly, model 4 is derived from model 2 by adding age-squared. Regression model 5 adds to model 4 the main effect of age-class (two dummy variables) and the interactions of age-class with all the original variables.

Finally, it is examined whether imputation by regression model 5 can be improved by applying a log transformation to income, resulting in model 6. The 6 models considered and their respective number of parameters are summarized in table 3.2.

Table 3.2: Regression models and number of parameters.
Regression model

















number of parameters
1: main effects of original variables (table 3.1)
















  16

2: main effects 
and interactions of original variables













114

3: main effects of original variables +age-squared















  17

4: main effects and interactions of original variables+age-squared








115

5: main effects and interactions of original variables and age-class+age-squared 


147

6: model (5) with dependent variable log transformed income










147

3.3
Results

For the assessment of the quality of prediction of income by regression, different criteria have been applied. The fraction of total variance explained by the regression model, R2, is commonly used for the evaluation of regression models. This statistic is calculated using the records with observed values for income only and describes the fit of the model for the non-missing data. Since for this experiment the true values corresponding to the values that are treated as missing are known, evaluation criteria that compare the imputed values (regression predictions) with the true values can also be calculated. Chambers (2001) suggests several such criteria. Of these L1, L2, Relative error and Pearson’s correlation coefficient (() have been used. The results are listed in table 3.3. The value of R2 is not given for model 6 (the model using the log transformation of income) because for this model, R2 cannot be interpreted as the fraction of explained variance in the original untransformed variable and is therefore not comparable with the other R2 values.

Table 3.3: Evaluation of regression models for dataset Lfs_dk3.
Regression model

L1



L2



Relative error

(




R2
Model 1





67762


87954


161439




0.572




0.304

Model 2





65106


85970


146988




0.598




0.334

Model 3





64667


85480


146204




0.604




0.339

Model 4





64072


85095


143730




0.608




0.345

Model 5





63063


84274


142297




0.618




0.354

Model 6





64586


86888


119139




0.601

In order to evaluate the regression model at an aggregated level, one can look at the relative difference (rdm) between the mean of the imputed values (mean imp) and the mean of the true values (mean true), both calculated using the income missing only. These results are listed in table 3.4.

Table 3.4: Evaluation of the preservation of the mean value for income when imputed with different regression models (mean true = 158107.82).
Regression model





mean
 imp







rdm

Model 1








158361.6








 0.002

Model 2








159193.0








 0.007

Model 3








159601.4








 0.009

Model 4








159483.2







 
0.009

Model 5








159340.2








 0.008

Model 6








140018.4








-0.114

3.4
Discussion

Table 3.3 shows that the extension of the main effects model (1) with 98 interaction parameters (model 2) leads to an improvement in all criteria that is slightly less than the improvement that is obtained by adding just one parameter for age-squared (model 3). The addition of both (2-way) interactions and age-squared (model 4) leads to a further but rather small improvement. Model 5, that adds to model 4 the effect of age-class and its interactions, performs best on all criteria except for Relative error for which the model (6) with log transformation of income appears to be best. Model 5 has of course the highest R2 value because the models 1 to 4 contain subsets of the predictors of model 5. For comparing models it would have been more appropriate to report an adjusted R2, a measure that takes the residual degrees of freedom into account. However, since in this case the number of observations is very large (200,000-53,677=146,323) such an adjustment does not show up in the three decimals reported here.

In table 3.4 the preservation of the mean value of income mean is evaluated by the relative difference in means (rdm). It appears that for the linear regression models considered, the mean is preserved very well. In contrast, log transformation of income (model 6) leads to an underestimation of the mean income.

Overall, regression model 5 leads to the best performance (as supported by L1, L2 and () and to a better preservation of the mean imputed income than using a log transformation of income. Therefore, for the experiment with the Danish Labour Force Survey data, the variable income in dataset Lfs_dk3 will be imputed using a regression model with predictors age and dummy variables for sex, marriage, education, business, unemploy, children, cohabite, area, phone and age-class, all (two-way) interactions between these variables, and age-squared.

4
UK Annual Business Inquiry

4.1
Description of the dataset

For the experiment with the Annual Business Inquiry data, the datasets sec197(y2) and sec198(y2) are used. These datasets contain 6099 and 6233 records respectively. A description of these variables is given in Appendix A. The variable formtype encodes whether a respondent received a long or a short version of the questionnaire, in Appendix A it is indicated which variables are included in the shortform version, the longform version or both. The variables Class (anonymised industrial Classification), turnreg (registered turnover), and empreg (registered employment size group) are not obtained from the questionnaires but from registers and do not contain any missing values. In the dataset sec197(y2) there are 24 variables with missing values (2780 in total).and in dataset sec198(y2) there are 27 variables with missing values (2765 in total). Furthermore, sec197(y2) contains 1481 and 4618 records and sec198(y2) contains 2263 and 3970 records for respectively the longform and the shortform version of the questionnaires.

4.2
Description of the imputation strategy

For a number of missing values in the datasets sec197(y2) and sec198(y2) the value can be derived unambiguously from the edit rules that are provided for these data sets. Such “deductive” imputations are performed as a first step. For the imputation of the remaining missing values several of the methods described in section 2 are used. The choice of a particular method for the imputation of a particular set of variables is made partly by general properties of these variables. For instance, for variables that do not have many zero values, multivariate regression can be used, for partial variables that add up to a total variable the ratio hot deck method has certain advantages and for variables that have many zero values and are not partial variables, either a hot deck or a combined hot deck/regression approach can be applied. All these imputation methods can be applied within strata. The choice of imputation method is not based on these general considerations alone, for some sets of variables several methods have been tried and evaluated using the true values. The imputation methods that have been applied and evaluated are detailed below.

4.2.1
Deductive

Most of the edit rules supplied for these datasets, specify that some partial variables should add up to a corresponding total variable. Such “balance” edits can easily be employed for deductive imputation. In particular, the following edit rules are used for this purpose.

for sec197(y2), long questionnaire
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for sec197(y2), short questionnaire
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for sec198(y2), long questionnaire
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for sec198(y2), short questionnaire
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If only a single variable in an edit rule is missing, it can be derived from the other (non-missing) variables by the edit rule. Also, if the total variable has a zero value all missing variables are set to zero.

4.2.2
Multivariate regression

In the datasets sec197(y2) and sec198(y2) the variables turnover, employ, stockbeg, stockend, purtot, puresale, emptotc and taxtot are good candidates for imputation by multivariate regression. These variables do not contain very many zeroes (less than 17 %). Furthermore, since these variables are included in both the short and the long versions of the questionnaire the number of relevant records is large (6499 for sec197(y2)) compared to number of relevant records for the variables that are only collected for the long version of the questionnaire (1481 for sec197(y2)). This larger number of records makes it possible to apply a stratification. Two stratifications have been tested. The first is defined by the variable Class. To avoid strata with a small number of observations, only the first digit of Class is used except for Class 2 for which both digits are used, thus arriving at 14 strata defined by Class(1, 2.1 - 2.8, 3 - 7). This stratification variable will be referred to as Class. The second stratification is the one suggested by ISTAT (Di Zio, Guarnera, and Luzi, 2002). This stratification consists of the following three strata for each formtype: (1) turnreg < 1000, (2) turnreg ( 1000 and empreg ( 3, (3) turnreg ( 1000 and empreg (3. The resulting number of strata is 6 for variables that are on both forms and 3 for variables that are only part of either the long form or the short form.. This stratification variable will be referred to as Strat.
Apart from the 8 variables with missing values, the register variable turnreg is also included in the multivariate regression procedure since it contains no missing values and it is likely to be a good predictor for the other variables.

In case only the variables purtot and puresale are missing for a particular record, only purtot is imputed by multivariate regression and puresale is imputed by using the edit rule. 

Several possibilities to extend the multivariate regression approach to more than the 8 variables mentioned above are investigated. First it is tried to add the variables assacq and assdisp that are also included in both the short and long version of the questionnaire. For both the datasets sec197(y2) and sec198(y2), these variables contain a considerable amount of zeroes: more than 39%. Since regression is not necessarily the method of first choice for these variables because of the large number of zeroes, other imputation methods are tried as well (see section 4.2.5). 

For the variables that appear on the long version of the questionnaire only, the number of relevant records reduces to 1481. These variables are all partial variables i.e. they add up to a total variable and they also contain a considerable amount of zeroes. For these reasons, the ratio hot deck method will have certain advantages. However, for the partial purchase variables purenoth, puresale, purhire, purins, purtrans, purtele, purcomp, puradv and purothse the multivariate regression approach is tried as well. Results for these partial variables will be presented in section 4.3.2 

4.2.3
Ratio hot deck

The ratio hot deck method is applied to all the partial variables (variables listed on the right hand side of the edit rules mentioned in section 4.2.1.). All partial variables that belong to the same total (are part of the same edit rule) are imputed by using ratios from the same donor. This donor is selected (within the strata defined by the variable Strat) as the nearest neighbour based on the distance function described in section 2.2 and using as auxiliary variables turnreg (registered turnover) and empreg (employment size group) as well as the relevant total variable. 

The ratio hot deck method is applied after regression imputation of the total variables. By treating these imputed values of the total variables as true values, additional “deductive” imputations become available if the total variable and only one of the partial variables was originally missing. As mentioned in section 2.2, the ratio hot deck method reduces to such a conditionally (given the imputed value of the total variable) “deductive” imputation.

This method will result in imputations that satisfy the balance edits. Occasionally, it can overrule the regression imputed total variable. This will be the case if the imputed value of the total variable is smaller than the sum of the observed partial variables. The missing total variable will then be imputed by the sum of the observed partial variables and the missing partial variable will be imputed by zero.

4.2.4 Combined hot deck/regression

The combined hot deck regression method (described in section 2.3) is applied to the variables assacq and assdisp. For the hot deck part of this method that imputes zeroes, a nearest neighbour hot deck method is used using a distance function based on the auxiliary variable turnreg. Only zeroes of the donor record are imputed, if the donor record contains positive values the missing values remain missing. For the regression part of this method all zeroes, observed as well as imputed, in assacq and assdisp are temporarily set to missing. Then the multivariate regression procedure is applied using, apart from the positive values for assacq and assdisp, the 8 total variables mentioned in section 4.2.2 and turnreg. The resulting regression imputations are then overwritten by the observed and imputed zeroes that were temporarily set to missing. 

4.2.5 Hot deck

The variables capwork, assacq and assdisp are imputed by hot deck within classes (described in section 2.2.1). As mentioned above, for assacq and assdisp other methods (multivariate regression and combined hot deck/regression are applied as well. For capwork hot deck is the only method because of the following reasons. Regression is not a sensible method because of the very large number (more than 92% for both the sec197(y2) and the sec198(y2) datasets) of zeroes. Hot deck combined with regression cannot be applied because this requires estimating a regression model with only the few records for which capwork is not zero. And, finally, the ratio hot deck method is not an option because capwork is not a partial variable. The distance function is in this case based on the auxiliary variables turnreg and empreg.

4.3 Results

4.3.1 Different stratifications for the multivariate regression procedure

The multivariate regression procedure was applied with two different stratifications, one using the stratification variable Class and the other using the stratification variable Strat. Results for the 8 variables for which only multivariate regression imputation was applied are displayed in table 4.1.

Table 4.1: Comparison of two types of stratification used with multivariate regression imputation.


True  
Class
Strat 
Class
Strat       


Mean
Mean
  rdm
Mean
  rdm
L1
L2 
L1
L2
Turnover
2738.0-
2642.5
 -0.03
2552.2
 -0.07
278.2
1184.3
324.8
1179.3

Emptotc
  414.3 
  405.1
 -0.02
 411.1
 -0.01
   44.6
  123.0
  39.7
  109.4
Pursale
3128.7 
3359.9
 -0.07
3231.5
  0.03
  345.8
3598.8
303.6
2812.6
Purtot
2292.1 
2266.7
 -0.01
2272.1
 -0.01
  105.8
  645.5
101.1
  539.6
Taxtot
    45.8 
   53.5
 -0.17
    51.8
  0.13
    16.4
    44.3
  13.7
    38.0
Stockbeg
  546.2 
 418.4
 -0.23
 420.0
 -0.23
  289.6
2085.5
283.5
1955.1
Stockend 
1895.6 
1652.7
 -0.13
1617.0
 -0.15
  406.1
2940.7
432.8
3095.2
Employ
    40.0 
    48.9
  0.22
    43.9
  0.09
    14.9
    93.0
 16.6
    86.1
These result show that stratification by Strat leads to a better preservation of the mean than stratification by Class for 5 of the 8 variables. On the criteria L1 and L2 this stratification is better for 5 and 7 variables, respectively. Based on these results, stratification by Strat will be used in the following.

4.3.1
Alternative methods for assacq and assdisp
For the selection of an imputation strategy for the variables assacq and assdisp, these variables are imputed, for dataset sec197(y2), by three different imputation methods (hot deck, combined hot deck/regression and multivariate regression). For the application of multivariate regression to (part of) the variables assacq and assdisp also the variables turnover, employ, stockbeg, stockend, purtot, puresale, emptotc and taxtot are included. 

Table 4.2 shows the relative difference in means of the imputed and true values of assacq and assdisp when these variables are imputed by the three different methods. The combined method (Hot deck/Regression) was tried with and without a log-transform of the target variables assacq and assdisp for the regression part of this method. 

Table 4.2: Preservation of mean values for assacq and assdisp when they are imputed via different methods for dataset sec197(y2).


True  
Hot deck
Hot deck/Regression 
Regression       


Mean
Mean
  rdm
Mean1
  rdm1
Mean2
  rdm2 
Mean
rdm
assacq
620.7
774.1
  0.25
662.4
  0.07
617.8
-0.00
682.0 
0.10

assdisp
  33.4 
    19.2
- 0.42
  16.9
 -0.49
    0.1
-1.00
 54.3
0.63
1No log transform

2Log transform

From table 4.2 it appears that the smallest difference between the mean imputed and mean true value for assacq is obtained by the combined method with log-transform, but this method is the worst performing method for assdisp. For assdisp, the method that best preserves the mean is the Hot deck method. On the basis of these results, the combined method without log-transform, which is second best for both variables, may be the method of choice if one method is selected for both these variables. However, the regression part of the combined method should only impute positive values (zero values have already been imputed by the hot deck part of the method) and without log-transform, it is likely that negative predictions will arise and these will be set to zero. Thus, this combined approach undesirably may lead to the prediction of extra zeroes by regression. This situation is illustrated in table 4.3 where the number of imputed zero values for the different imputation methods is compared with the true number of zero values.

Table 4.3: Imputation of zeroes for assacq and assdisp by different methods for dataset sec197(y2).


#Missing
True 
Hot deck
Hot deck/Regression
Regression


values
#zeroes
#zeroes
#zeroes
#zeroes

assacq 
235
  98
124
155
66

assdisp 
215
151
169
186
43

Table 4.3 shows that based upon the number of zeroes that are imputed, hot deck imputation or the hot deck/regression combination with log transformation of the target variable (which leads to the same number of zero imputed values) should be preferred. However, the combined approach with log-transform performed very poorly with respect to the preservation of the mean of assdisp (table 4.2). If it is at all important to have the number of firms that have assets disposed or assets acquired (the non-zero values) about right and at the same time preserve the mean reasonably well, the hot deck method seems to be a good compromise.

4.3.2
Alternative methods for the partial purchase variables

In section 4.2.2 the possibility of extending the multivariate regression imputation of turnover, emptotc, puresale, purtot, taxtot, stockbeg, stockend and employ with partial purchase variables was mentioned. In table 4.4 the preservation of mean values is evaluated when the partial purchase variables are imputed by ratio hot deck imputation and by multivariate regression imputation. From these results it appears that for some variables regression is better (purenoth, purhire, purtele, puradv) but for other variables (purinse, purtrans, purcomp,purothse) ratio hot deck is better. 

These results do not point strongly to one of these imputation methods as superior to the other. However, a disadvantage of the regression method, not shared by the ratio hot deck method, is that imputed partial variables will not satisfy the balance edit. For these reasons we will use ratio hot deck imputation for all partial variables.

Table 4.4: Preservation of mean values (rdm) for partial purchase variables when imputed by ratio hot deck or by regression imputation.


Ratio hot deck
Regression

purenoth
 0.57
-0.29

purhire
 0.90
 0.67

purins
-0.18
-0.27
purtrans
-0.00
 1.63

purtele
-0.49
-0.09
purcomp
 3.30
 4.80
puradv
-0.08
 0.02

purothse
-0.25
-0.43

4.3.3
Results for all variables

Based on the experiments using the development dataset described in the previous two subsections and general considerations such ease of (automated) application and the desirability of satisfying the balance edits, different imputation methods are selected for different variables in the ABI datasets. These methods are summarised in table 4.5.

Table 4.5: Different methods applied for the imputation of datasets sec197(y2) and sec198(y2).




Imputation method




Applied to variables

1


deductive






empwag, empni, emnioth,
 
empens, empred, emptotc, puren, 













purenoth, purcoth, puresale, purhire, purins, purtrans, 













purtele, purcomp, 

puradv, purothse, purothal, 
purtot, 













taxrates, taxothe, taxtot
2


hot deck *


assacq, assdisp, capwork


3


multivariate regression*


turnover, employ, stockbeg, 
stockend, purtot, 
puresale, 














emptotc, taxtot
4


ratio hot deck*





empwag, empni, empnioth,
 empens, empred, puren, 













purenoth, purcoth, purhire, 
purins, purtrans, purtele, 













purcomp, 
puradv, purothse, 
purothal, taxrates, taxothe
*Stratified by Strat.

For both datasets, the first step in the imputation involves deductive imputation of the partial variables corresponding to the total variables emptotc, purtot and taxtot. For dataset sec197(y2) 591 of the 1301 missing values for these variables are imputed and for dataset sec198(y2) 742 of the 1602 missing values for these values are imputed. This corresponds with an imputation of respectively 45% and 46% of the missing values for these variables. Comparing these deductively imputed values with the true values (for dataset sec197(y2)) shows that the imputed values are indeed identical to the true values.

Results of the application of the combination of methods to the evaluation dataset sec197(y2) are displayed in table 4.6. This table contains means for the true values (mean true) and imputed values (mean imp), the relative difference in means (rdm), the mean of the observed values (mean obs), the number of imputations (n imp) and the number of observed values (n obs). The evaluation criteria L1, L2, Relative error and ( for dataset sec197(y2) are listed in appendix II.

Table 4.6: True, imputed and observed mean values and number of observed and imputed values for variables of dataset sec197(y2).



mean true
mean imp
rdm
n imp
mean obs
n obs


turnover

2738.00
2552.19
-0.07
149
22179.60
5950


empwag

1036.92
1058.58
0.02
36
8213.20
1445


empnioth
  
281.53
264.75
-0.06
47
867.84
1434

emptotc
  
414.34
411.06
-0.01
122
2322.28
5977


purenoth

345.05
5451.98
0.57
37
845.35
1444

puresale

3128.65
3231.26
0.03
285
13994.04
5814

purhire

58.51
111.41
0.90
35
187.43
1446


purins

148.07
121.36
-0.18
42
154.39
1439

purtrans

1350.34
1349.81
-0.00
35
1040.75
1446


purtele

111.39
56.50
--0.49
23
123.66
1458

purcomp

28.67
123.16
3.30
39
250.11
1442


puradv

3118.52
2857.78
-0.08
29
945.69
1452

purothse

8082.69
7005.10
-0.13
32
4302.38
1449


purothal

169.65
190.42
0.12
225
196.65
4393

purtot

2292.14
2332.00
0.02
113
15817.60
5986


taxrates

47.71
41.62
-0.00
42
1156.37
1439

taxothe

2.08
8.47
3.08
40
208.08
1441


taxtot

45.84
51.78
0.13
119
347.48
5980

stockbeg

546.17
419.96
-0.23
275
1656.79
5773

stockend
 
1895.55
1616.96
-0.15
255
1704.83
5799

assacq

620.74
774.07
0.25
235
1165.14
4956

assdisp

33.38
19.22
-0.42
215
260.45
4496

capwork

2.45
2.36
-0.04
207
14.36
4161


employ

40.03
43.51
0.09
143
270.32
5956

4.4
Discussion

The differences between the mean values (rdm) are very small (0.02 or less) for some variables (empwag, emptotc, purtrans, purtot), indicating that their imputation performed very well when one considers the imputation of the records at an aggregated level. For the variables turnover, empnioth, puresale, capwork and employ the differences (rdm) between the mean imputed and mean true values are reasonably small (less than 0.1). For the other variables, the means are not preserved well and improved methods could make a substantial difference for these variables. 

The results of the imputation methods (deductive, multivariate regression, ratio hot deck, hot deck) that are used here can also be compared with the results of a more basic strategy such as imputation by the overall observed mean. Comparison of the imputed means (mean imp) with the observed means (mean obs) in table 4.5 shows that for most variables, the difference between the imputed mean and true mean is much smaller than the difference between the observed mean and the true mean for the missing values. The difference between the mean of the observed values and the true mean for the missing values is quite large for most variables and so the missing values are far from “missing completely at random” (mcar). However, the imputation methods used here pick up a large amount of this difference.

Evaluation of the imputations on an individual level by Pearson’s correlation coefficient (() (see Appendix II) shows that 15 of the 24 variables have a high (over 0.90) correlation between imputed and true values. Some of these variables, with high values for (, show a bad preservation of mean values (indicated by rdm). Both purenoth and purtele have a ( of 0.97, but a rdm of respectively 0.58 and -0.65. Figures 4.1 and 4.2 show true values against imputed values for purenoth and purtele. From these figures it appears that an outlier (record 8591) causes the high correlations for these variables. After this record has been excluded, ( decreases for purenoth and purtele to respectively 0.64 and 0.04. Hence, because of its sensitivity to outliers, Pearson’s correlation coefficient (() must be considered less indicative for the evaluation of imputations for the datasets used here.

Figure 4.1: True against imputed values of purenoth for dataset sec197(y2).
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Figure 4.2: True against imputed values of purtele for dataset sec197(y2).
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5
EPE data
5.1
Description of the dataset

For the experiments with the Swiss Environment Protection Expenditures (EPE) data, the dataset exp93na(y2) is used. This datasets contains 1239 records with 71 variables. The variable exp93 encodes whether a record has a non-zero or zero total expenditure or did not answer the question regarding expenditure.

For this dataset, 520 enterprises with a zero total expenditure have not filled in the questionnaire and correspond with records with zero values for investments, expenditures, subsidies and incomes. The remaining 719 enterprises with a non-zero total expenditure or no answer to the question regarding expenditure contain 2729 missing values for 54 variables that describe investments, expenditures, subsidies and incomes. A description of these variables follows from tables 5.1, 5.2, 5.3 and 5.4 in section 5.2.1.

The variables netinv, curexp, subsid and receipts do not contain any missing values and encode whether the enterprises had any investments (netinv), current expenditures (curexp), subsidies (subsid) or receipts (receipts) in 1993. Other variables that do not need imputation are act (economic activity) and emp (number of employees).

The aim of this study is to impute the missing values for the variables describing investments, expenditures, subsidies and receipts relating to environmental issues with using a combination of deductive, regression imputation methods and hot deck methods. For 200 of the records in dataset exp93na(y2) also true values are available. These records are used to asses the performance of alternative imputation strategies, based on some of the criteria proposed by Chambers (2001) and mentioned in section 2.4.

5.2
Description of the imputation strategy

For the imputation of the exp93na(y2) dataset a combination of different imputation methods is used. These are detailed below. 

5.2.1
Deductive

The variable exp93 indicates whether the enterprise had any expenditures in 1993. In particular, an exp93 of two corresponds with a zero value for both totexptot and totinvtot. The same holds for netinv (where zero corresponds with a zero value for totinvtot), curexp (where zero corresponds with a zero value for totexptot), subsid (where zero corresponds with a zero value for subtot) and receipts (where zero corresponds with a zero value for rectot).

Edit rules for dataset exp93na(y2) that apply to investments, expenditures, subsidies and receipts are listed respectively in tables 5.1, 5.2, 5.3 and 5.4. For each table, a column with partial variables (e.g. eopinvwp, pininvwp and othinvwp in table 5.1) has to add up to a subtotal variable (e.g. totinvwp in table 5.1) and corresponds with an edit rule (e.g. edit rule (5.1) in table 5.1). A row with partial variables (e.g. eopinvwp, eopinvwm, eopinvap, eopinvnp and eopinvot in table 5.1) has to add up to a subtotal variable (e.g. eopinvtot in table 5.1) and corresponds with another edit rule (e.g. edit rule (5.6) in table 5.1). All partial variables, all column subtotal variables or all row subtotal variables have to add up to a total variable (e.g. totinvtot in table 5.1). This is indicated in the tables by ( (sum of column totals; e.g. edit rule (5.9) in table 5.1), ((sum of row totals; e.g. edit rule (5.10) in table 5.1) and ( (sum of partial variables; e.g. edit rule (5.11) in table 5.1).

Table 5.1: Edit rules that apply to investments for dataset exp93na(y2).

	investments
	water protection
	waste treatment
	air protection
	noise protection
	other
	(sub)total

	end of pipe
	eopinvwp
	eopinvwm
	eopinvap
	eopinvnp
	eopinvot
	eopinvtot

(5.6)

	process integrated
	pininvwp
	pininvwm
	pininvap
	pininvnp
	pininvot
	pininvtot

(5.7)

	other
	othinvwp
	othinvwm
	othinvap
	othinvnp
	othinvot
	othinvtot

(5.8)

	(sub)total
	totinvwp 

(5.1)
	totinvwm

(5.2)
	totinvap

(5.3)
	totinvnp

(5.4)
	totinvot

(5.5)
	totinvtot

(5.9) ( (5.10) ( (5.11) (


Table 5.2: Edit rules that apply to expenditures for dataset exp93na(y2).

	expenditures
	water protection
	waste treatment
	air protection
	noise protection
	other
	(sub)total

	current expenditures
	curexpwp
	curexpwm
	curexpap
	curexpnp
	curexpot
	curexptot

(5.17)

	taxes
	taxexpwp
	taxexpwm
	taxexpap
	taxexpnp
	taxexpot
	taxexptot

(5.18)

	(sub)total
	totexpwp

(5.12)
	totexpwm

(5.13)
	totexpap

(5.14)
	totexpnp

(5.15)
	totexpot

(5.16)
	totexptot

(5.19) ( (5.20) ( (5.21) (


Table 5.3: Edit rules that apply to subsidies for dataset exp93na(y2).

	subsidies
	water protection
	waste treatment
	air protection
	noise protection
	other
	total

	total
	subwp
	subwm
	subap
	subnp
	subot
	subtot

(5.22) (


Table 5.4: Edit rules that apply to receipts for dataset exp93na(y2).

	receipts
	water protection
	waste treatment
	air protection
	noise protection
	other
	total

	total
	recwp
	recwm
	recap
	recnp
	recot
	rectot

(5.23) (


In case only a single variable in an edit rule is missing, it can be derived from the other (non-missing) variables by the edit rule. Also, these edit rules show that all missing variables of an edit rule should be set to zero if the (sub)total variable has a zero value.

5.2.2
Multivariate regression

In the dataset exp93na(y2) the variables totinvtot, subtot and rectot represent total values for investments, subsidies and income and are good candidates for imputation by multivariate regression. For these total variables, zero values are indicated by the variables netinv, sudsid and receipts and can therefore be imputed in a deductive way. The remaining records with missing values for totinvtot, subtot or rectot must be imputed with non-zero values. For imputation (of non-zero values) for these total variables multivariate regression is applied to different selections of the dataset exp93na(y2).

For the imputation of totinvtot, records with non-zero values for this total variable are selected with the variable netinv. For these records, totinvtot is imputed using regression with, totexptot, emp and dummy variables that represent the first digit act, as predictor variables. To prevent imputation of zeroes, a log transformation is applied to totinvtot, totexptot and emp.

For the imputation of subtot, records with non-zero values for this total variable are selected with the variable subsid. For these records, a multivariate regression is applied with variables subtot, subap (subsidies for air protection), subwp (subsidies for water protection), totinvtot, totexptot, emp and the dummy variables that represent the first digit of act. Again a log transformation was applied to all variables. 

For the imputation of rectot, records with non-zero values for this total variable are selected with the variable receipts. For these records, a multivariate regression is applied with variables rectot, totinvtot, totexptot, emp and the dummy variables for act. Also a log transformation was applied to all variables.

Possibilities to extend the multivariate regression approach to more variables are also investigated. For instance, for the imputation of totinvtot it was tried to add the subtotal investment variables totinvwp, totinvwm, totinvap, totinvnp, totinvot, eopinvtot, pininvtot and othinvtot to the multivariate regression.. However, since regression is not necessarily the method of first choice because of the large number of zeroes (more than 34%), other imputation methods are tried as well (see section 5.2.4). 

5.2.3
Ratio hot deck 

The missing values for the subtotal variables in each of the edit rules (listed in tables 5.1, 5.2, 5.3 and 5.4) are imputed by a ratio hot deck method (described in section 2.2). The adoption of the donor values for the missing variables is constrained by the need that after imputation all (observed and imputed) subtotal variables have to add up to the total variable (i.e. the edit rule). Therefore, in the donor records and the receptor records, the subtotal variables are transformed into fractions of the value of the total variable. A donor record is selected with emp as well as the total variable. After selection of a donor record, the fractions of the subtotal variables of the donor record that are missing for the receptor record are used to calculate the value that is imputed for the missing value of the subtotal variable in the receptor record.

After imputation of these subtotal variables, a “deductive” imputation step is applied i.e. by treating the imputed subtotals as “true” values missing values that can be derived from the balance edits are solved. 

Partial variables for investments and expenditures that cannot be imputed by this “deductive” imputation step are imputed by ratio hot deck. End of pipe, process integrated and other investments are imputed using fractions of eopinvtot, pininvtot and othinvtot respectively. Current expenditures and taxes are imputed using fractions of curexptot and taxexptot. These partial variables could, however, also be imputed by using fractions of subtotals of water protection, waste treatment, air protection, noise protection and other investments or expenditures. Because these other edit rules are not applied for imputation of the partial variables, certain edit rules will be violated.

5.2.4
Combined hot deck/regression

A combination of hot deck and multivariate regression (described in section 2.3) is applied as one of the alternative strategies (besides multivariate regression and ratio hot deck) for imputation of totinvwp, totinvwm, totinvap, totinvnp, totinvot, eopinvtot, pininvtot and othinvtot. Hereby, first zeroes are imputed by a nearest neighbour hot deck using a distance function based on the auxiliary variables emp and totinvtot (imputed by multivariate regression). Second, the remaining non-zero values are imputed by multivariate regression using, apart from the positive values for the subtotal variables, emp, totinvtot, totexptot also the dummy variables corresponding with the first digit of act as predictors.

5.3
Results
For dataset exp93na(y2), the first step in the imputation involves deductive imputation of the variables in edit rules 5.1 – 5.23. For these 59 variables, 1213 missing values are imputed. The deductive imputed missing values correspond with 44% of the missing values in the dataset. The deductive imputation leads to the imputation of values that are identical to the true values. 

For the imputation of non-zero values of totinvtot, subtot and rectot, multivariate regression is applied. The total variable totexptot does not need extra imputation because this variable, as well as the variable subap, can completely be imputed in a deductive way. Three different multivariate regressions are applied for separate imputation of these three total variables. For subtot the variables totinvtot, totexptot, emp, dummy variables for act, subnp and subwp are included in the regression. Inclusion of additional partial variables (with missing values) for the prediction of subtot leads to deterioration of its imputation (i.e. an increase of rdm for subtot with 73%) and, therefore, is not applied. For rectot besides totexptot, emp and the dummy variables for act, no partial variables are included they did not improve the imputation performance. For totinvtot, different multivariate regressions are applied in which (besides totexptot, emp and the dummy variables for act) partial variables are included or excluded. Inclusion of partial variables does not improve the imputation of totinvtot as measured by rdm. For instance, without partial variables, the relative difference in means is –0.06 and with the partial variables listed in table 5.5 an rdm of –0.37 results. Imputation of negative values by the multivariate regression for the total variables is prevented by log transformation of all but the dummy variables prior to the regression.

For investments and expenditures partial total variables, that add up to either totinvtot or totexptot, are imputed by ratio hot deck. Stratification of the donor records prior to selection is not an option because it leads to strata with too few donors (n=1 for 3 strata). Partial variables that add up to the (sub)total variables for investments, expenditures, subsidies and incomes are also imputed by ratio hot deck (without stratification). Deductive imputation is applied to partial variables in case they can be derived from already imputed (sub)total variables.

For the selection of an optimal imputation strategy for the subtotal investment variables, ratio hot deck, combined hot deck/regression and multivariate regression are applied for the imputation of totinvwp, totinvwm, totinvap, totinvnp, totinvot, eopinvtot, pininvtot and othinvtot. The preservation of the mean values for the (sub)total investment variables when imputed by these three different methods is represented (by rdm) in table 5.5.

Table 5.5: Preservation1 of mean values for totinvtot, totinvwp, totinvwm, totinvap, totinvnp, totinvot, eopinvtot, pininvtot and othinvtot when imputed by different methods for dataset exp93na(y2).


Ratio hot deck
Hot deck/Regression
Regression

totinvwp
 6.48
-0.19

 1.08

totinvwm
 0.29
 0.95

 0.29
totinvap
-0.54
-0.96

-0.60

totinvnp
-0.53
-0.72

-0.63
totinvot
 0.05
-1.00

-0.50

eopinvtot
 0.32
-0.42

-0.20
pininvtot
-0.82
-1.00

-0.58

othinvtot
-0.93
-1.00

-0.67

totinvtot
-0.062
-0.36

-0.37

1Measured by the relative difference in means (rdm).

2The variable totinvtot has first been imputed with multivariate regression.

From table 5.5 it can be seen that the combined Hot deck/Regression method is not the best method for these variables. The other two methods preserve the mean values better for all variables except totinvwp for which the combined method is clearly better. Ratio hot deck is for some variables better than regression (especially so for totinvot) but for other variables regression is better (totinvwp). Since multivariate regression imputation of these subtotal variables is not convincingly better than the ratio hot deck method and since with the regression method edit rule 5.9 is violated, we preferred the ratio hot deck method. 

It should be noted, however, that the comparison of the ratio hot deck, combined hot deck/regression and regression method as well as the other evaluations of methods for this dataset are somewhat unreliable because they are based on only a few imputations (e.g. 2 imputations for othinvtot, see table 5.7). 

The selected imputation methods for the imputation of dataset exp93na(y2) is shown in table 5.6 below.

Table 5.6: Different methods applied for the imputation of dataset exp93na(y2).

Sequence


Imputation method




Applied to variables

1




deductive






eopinvwp, eopinvwm, eopinvap, eopinvnp, eopinvot, 















pininvwp, pininvwm, pininvap, pininvnp, pininvot,















othinvwp, othinvwm, othinvap, othinvnp, othinvot,















totinvwp, totinvwm, totinvap, totinvnp, totinvot,















eopinvtot, pininvtot, othinvtot, totinvwp, totinvwm,















totinvap, totinvnp, totinvot, totinvtot, curexpwp, 















curexpwm, curexpap, curexpnp, curexpot, taxexpwp,















taxexpwm, taxexpap, taxexpnp, taxexpot, 
totexpwp, 















totexpwm, totexpap, totexpnp, totexpot, 
curexptot, 















taxexptot, totexptot, 
subwp, subwm, subap, subnp, 















subot, subtot, 
recwp, recwm, recap, recnp, recot, 















rectot
2




multivariate regression


totinvtot, subtot, rectot
3




ratio 
hot deck





All variables mentioned under “deductive” except for 













totinvtot, subtot, rectot and totexptot. 


For the dataset exp93na(y2) table 5.7 contains means for the true values (mean true), imputed values (mean imp), relative difference in means (rdm), observed values (mean obs) the number of imputations (n imp), the number of observed values (n obs) and overall means when true values (allmean true) or imputed values (allmean imp) are included. The evaluation criteria L1, L2, Relative error and ( for the 200 evaluation records are listed in appendix III.



5.4
Discussion

From the comparison of the mean value of the imputations (mean imp) with the mean value of the true values (mean true) for dataset exp93na(y2) (see table 5.7) it follows that the imputation strategy described in section 5.2 performs very different for the different variables.

The differences between the mean values (rdm) are zero for some variables (eopinvap, othinvap, totexptot and subap), because their missing values for the 200 evaluation records have been imputed in a deductive way. For other variables (pininvwp, pininvnp, othinvnp, eopinvot, pininvot, othinvot, totinvot, curexpwp and taxexpot), the differences between the mean values (rdm) are small (less than 0.1), indicating that their imputation performed well when one considers the imputation of the 200 records at an aggregated level. The performance for the other variables leaves (much) room for improvement.

For taxexpap, the two imputations for the evaluation records have a very bad preservation of the mean value. Further examination of these imputations show that for the record with reference number 1030, imputation of the expenditures is not good. For this record, totexptot, totexpwm, totexpap, taxexpwm, curexpwm and taxexpap have missing values. These variables are imputed with the values (represented in bold) that are listed in table 5.8.

Table 5.8: Imputation of record 1030 of dataset exp93na(y2).

	expenditures
	water protection
	waste treatment
	air protection
	noise protection
	other
	total

	current expenditures
	0
	10
	0
	0
	0
	10

	taxes
	0
	4105.86
	8904.14
	0
	0
	13010

	total
	0
	4115.86
	8904.14
	0
	0
	13020


With deductive imputation, the missing values of totexptot and curexpwm are derived from the observed values for the expenditures. Next, ratio hot deck is applied for the imputation of missing values of totexpwm and totexpap based on fractions (derived from a donor) of totexptot. Comparison of these imputed values with the true values for this record shows that the imputed values 4115.86 and 8904.14 correspond with true values of respectively 13010 and 10. The imputation for taxexpap is derived “deductively” from the imputed value of totexpap. Since this imputed value very much too large the resulting imputation for taxexpap is also very much too large. Moreover, since there are only two imputed values for taxexpap, this also shows up in comparing the imputed mean with the true mean. This shows how an error in the hot deck imputation of one variable can be passed through to imputations for other variables that are derived from the first variable.

Contrary to the imputation of the ABI data, where the ratio hot deck method provided imputations that satisfied the balance edits, not all the balance edits in the EPE data are satisfied by this method. As illustrated in tables 5.1 and 5.2 there are a number of variables that are part of two balance edits. The ratio hot deck method ensures that one of these edits is satisfied but not both.
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Appendix I: Variable descriptions for the ABI datasets

	Variable name
	Variable label
	sec197(y2)
	sec198(y2)

	turnover
	Total turnover
	S, L
	S, L

	empwag
	Wages and salaries paid
	L
	L

	empni
	Employers NI contributions
	
	L

	empnioth
	Employers NI contributions and other employment costs
	L
	

	empens
	Contributions to pension funds
	
	L

	empred
	Reduncy and severance payments to employees
	
	L

	emptotc
	Total employment costs
	S, L
	S, L

	puren
	Purchases of energy, water and materials
	
	L

	purenoth
	Purchases of energy and other goods for own consumption
	L
	

	purcoth
	Purchases of other goods and materials for own consumption
	
	L

	puresale
	Purchases of goods bought for resale
	S, L
	S, L

	purhire
	Payments of hiring, leasing or renting
	L
	L

	purins
	Commercial insurance premiums paid
	L
	L

	purtrans
	Purchases of road transport services
	L
	L

	purtele
	Purchases of telecommunication services
	L
	L

	purcomp
	Purchases of computer and related services
	L
	L

	puradv
	Purchases of advertising and marketing
	L
	L

	purothse
	Other services purchased
	L
	L

	purothal
	All other purchases of goods and services
	S
	S

	purtot
	Total purchases of goods and services
	S, L
	S, L

	taxrates
	Amounts paid for national non-domestic rates
	L
	L

	taxothe
	Other amounts paid for taxes and levies
	L
	L

	taxtot
	Total taxes paid
	S, L
	S, L

	stockbeg
	Value of stocks held at beginning of year
	S, L
	S, L

	stockend
	Value of stocks held at end of year
	S, L
	S, L

	assacq
	Total cost of all capital assets acquired
	S, L
	S, L

	assdisp
	Total proceeds from capital asset disposal
	S, L
	S, L

	capwork
	Value of work of a capital nature
	S, L
	L

	employ
	Total number of employees
	S, L
	S, L

	turnreg
	Registered turnover
	S, L
	S, L

	empreg
	Employment size group from register: 1 = 0 to 9 employees, 2 = 10 to 19 employees, 3 = 20 to 49 employees, 4 = 50 to 99 employees, 5 = 100 to 249 employees, 6 = 250 or more employees
	S, L
	S, L

	formtype
	1 = long form, 2 = short form
	S, L
	S, L


S = variable is present in the short version of the questionnaire; L = variable is present in the long version of the questionnaire.

Appendix II: Evaluation criteria for ABI dataset sec197(y2)

	Variable
	L1
	L2
	Relative error
	(

	turnover
	442.48
	1468.68
	5.13
	0.99

	empwag
	18.53
	64.50
	0.77
	1.00

	empnioth
	13.57
	56.29
	0.34
	1.00

	emptotc
	43.73
	81.84
	3.94
	1.00

	purenoth
	206.61
	852.88
	6.51
	0.97

	puresale
	430.64
	4098.52
	2.21
	1.00

	purhire
	48.46
	179.55
	80.27
	0.77

	purins
	55.10
	288.05
	4.58
	0.97

	purtrans
	1329.44
	5495.68
	1.73
	0.55

	purtele
	77.47
	277.70
	1.30
	0.97

	purcomp
	82.65
	473.93
	1.57
	0.91

	puradv
	330.83
	1516.75
	17.43
	0.99

	purothse
	3628.26
	14449.65
	18.96
	0.76

	purothal
	206.85
	2222.58
	3.11
	0.39

	purtot
	91.01
	556.61
	2.32
	1.00

	taxrates
	1.28
	3.33
	0.21
	1.00

	taxothe
	1.34
	3.41
	0.76
	0.80

	taxtot
	23.79
	57.27
	43.71
	0.97

	stockbeg
	284.80
	1999.16
	12.61
	0.87

	stockend
	481.21
	3185.86
	12.25
	1.00

	assacq
	383.96
	1989.27
	6.44
	0.94

	assdisp
	36.26
	249.70
	7.82
	0.23

	capwork
	5.02
	56.51
	1.45
	0.87

	employ
	29.76
	157.02
	4.42
	0.83


Appendix III: Evaluation criteria for EPE dataset exp93na(y2) based upon 200 records

	Variable
	L1
	L2
	Relative error
	(

	eopinwp
	918.11
	3098.72
	8.31
	0.79

	eopinvwm
	303.70
	786.07
	3.34
	0.36

	eopinvap
	464.61
	898.13
	2.58
	0.71

	eopinvnp
	160.64
	214.51
	0.79
	0.29

	pininvwp
	51.76
	107.82
	5.62
	0.50

	pininvwm
	198.50
	375.45
	1.04
	0.80

	pininvap
	1140.68
	2876.01
	9.90
	0.06

	pininvnp
	141.10
	182.31
	5.69
	-0.49

	othinvwp
	22.50
	63.42
	0.63
	0.98

	othinvwm
	2.50
	5.00
	0.25
	0.85

	othinvap
	0.00
	0.00
	0.00
	1.00

	othinvnp
	5.00
	7.07
	1.41
	1.00

	totinvwp
	699.11
	2606.40
	8.62
	0.48

	totinvwm
	182.52
	339.12
	0.99
	0.74

	totinvap
	1065.85
	2646.56
	8.80
	0.42

	totinvnp
	153.82
	230.03
	3.69
	0.35

	eopinvot
	11.21
	18.12
	2.23
	1.00

	eopinvtot
	547.07
	1202.23
	2.02
	0.83

	pininvot
	20.51
	32.43
	0.66
	1.00

	pininvtot
	405.51
	861.78
	3.81
	0.79

	othinvot
	1.67
	2.89
	0.58
	1.00

	othinvtot
	100.00
	141.42
	0.71
	-1.00

	totinvot
	37.78
	43.66
	2.06
	1.00

	totinvtot
	387.80
	910.34
	1.15
	0.96

	curexpwp
	35.68
	80.57
	5.95
	1.00

	curexpwm
	107.44
	316.44
	0.70
	0.98

	curexpap
	64.10
	151.22
	1.74
	0.40

	curexpnp
	11.88
	16.30
	0.79
	-0.57

	curexpot
	132.00
	321.71
	0.71
	0.89

	taxexpwp
	46.12
	112.24
	0.50
	0.75

	taxexpwm
	787.30
	2569.97
	2.07
	0.99

	taxexpap
	4452.07
	6289.11
	628.91
	*

	taxexpnp
	5.00
	5.00
	1.00
	*

	taxexpot
	2.50
	3.54
	0.71
	1.00

	totexpwp
	53.55
	131.88
	6.30
	0.38

	totexpwm
	444.54
	1742.51
	0.60
	0.80

	totexpap
	601.19
	2163.68
	215.72
	-0.13

	totexpnp
	18.75
	20.77
	1.00
	*

	totexpot
	160.00
	359.41
	0.71
	-0.04

	totexptot
	0.00
	0.00
	0.00
	1.00

	Variable
	L1
	L2
	Relative error
	(

	subwm
	7.50
	10.61
	0.71
	1.00

	subap
	0.00
	0.00
	0.00
	*

	subot
	10.23
	10.23
	0.68
	*

	subtot
	5.75
	7.29
	0.49
	*

	recwp
	20.00
	28.28
	1.00
	*

	recwm
	258.37
	1001.71
	0.85
	0.96

	recap
	165.00
	195.58
	0.82
	-1.00

	rectot
	414.61
	1247.18
	1.66
	0.87


*No correlation coefficient can be calculated because the number of (non-zero) imputations is too small for the 200 records.
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Table 5.7: True and imputed mean values and number of observed and imputed values for variables of dataset exp93na(y2).


		mean true	mean imp	rdm	n imp	mean obs	n obs	


eopinvwp		87.42	969.80	10.09	12	111.73	188	


eopinvwm	96.38	278.82	1.89	13	279.93	187	


eopinvap		539.38	540.61	0.00	13	178.43	187	


eopinvnp		170.83	10.19	-0.94	6	5.55	194	


pininvwp		59.93	57.77	-0.04	14	25.36	186	


pininvwm	142.00	210.50	0.48	8	7.78	192	


pininvap		1186.08	101.71	-0.91	13	81.34	187	


pininvnp		85.50	76.60	-0.10	4	4.92	196	


othinvwp		126.90	105.40	-0.17	10	116.54	190	


othinvwm	16.75	19.25	0.15	4	2.11	196	


othinvap		7.50	7.50	0.00	2	42.02	198	


othinvnp		77.50	82.50	0.06	2	0.09	198	


totinvwp		93.71	700.96	6.48	17	270.10	183	


totinvwm		163.33	210.60	0.29	15	293.29	185	


totinvap		1300.94	599.03	-0.54	17	312.72	183	


totinvnp		185.20	86.26	-0.53	10	9.09	190	


eopinvot		1030.25	1036.46	0.01	4	27.01	196	


eopinvtot		641.33	852.10	0.33	15	637.46	185	


pininvot		149.25	151.01	0.01	8	27.91	192	


pininvtot		574.50	249.96	-0.56	10	215.42	190	


othinvot		170.33	168.67	-0.01	3	36.45	197	


othinvtot		107.50	7.50	-0.93	2	201.39	198	


totinvot		230.20	241.98	0.05	5	115.43	195	


totinvtot		1509.42	1413.06	-0.06	19	1025.61	181	


curexpwp	363.59	371.27	0.02	27	486.51	173	


curexpwm	490.74	550.89	0.12	27	339.68	173	


curexpap		90.95	64.46	-0.29	21	232.45	179	


curexpnp		15.63	3.75	-0.76	8	0.84	192	


curexpot		351.90	219.90	-0.38	10	673.18	190	


taxexpwp		121.33	82.05	-0.32	12	30.04	188	


taxexpwm	1179.92	478.02	-0.59	12	37.22	188	


taxexpap		10.00	4452.07	444.21	2	0.65	198	


taxexpnp		5.00	0.00	-1.00	1	0.00	199	


taxexpot		127.50	125.00	-0.02	2	0.09	198	


totexpwp		70.38	49.91	-0.29	24	564.76	176	


totexpwm		1041.44	798.06	-0.23	27	376.02	173	


totexpap		105.47	597.10	4.66	17	228.81	183	


totexpnp		18.75	0.00	-1.00	4	1.10	196	


totexpot		206.38	46.38	-0.78	8	677.32	192	


totexptot		1083.45	1083.45	0.00	33	2000.93	167	


subwm		37.50	30.00	-0.20	2	0.00	198	


subap		5000.00	5000.00	0.00	1	1.21	199	


subot		15.00	25.23	0.68	1	0.25	199	


subtot		15.00	19.48	0.30	2	44.13	198	


recwp		20.00	0.00	-1.00	2	0.06	198	


recwm		413.41	176.82	-0.57	17	173.18	183	


recap		185.00	80.00	-0.57	2	0.00	198	


rectot		743.18	362.90	-0.51	11	222.28	189	
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