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1. Introduction

In the report the characteristics and the structure of the application of an imputation strategy involving imputation methods available in the software GEIS (Generalised Editing and Imputation System) are illustrated. The imputation methods used in the experiments are a nearest-neighbour donor imputation technique and a ‘unique solution’ (or deterministic) approach.

Data used in the applications represent a subset of information collected by the U.K. Annual Business Inquiry (ABI). In particular, to two 1998 ABI evaluation datasets have been considered: the Sec198y2 data, containing only artificial missing data, and the Sec198y3 data, containing both errors and missing data.

2. The GEIS imputation methods

In this section an overview of the imputation techniques used in the applications is given.

2.1. The applied methods

In next sections the two applied methods, the deterministic and the nearest neighbour donor techniques, are described. It has to be noted that these techniques are part of an overall imputation strategy produced by their joined and iterative application. 

2.1.1. The Nearest Neighbour Donor method

It is well known that many imputation techniques predict values for missing items without taking into account the consistency rules (logical, mathematical, or statistical) linking the variables under analysis. The Nearest Neighbour Donor (NND) method available in GEIS guarantees the plausibility of final imputed data with respect to the set of the user-defined edits (for a more detailed description of the method, see the report GEIS Application to ABI data – Description of the applied imputation methods). 

For each record with at least one field to be imputed (recipient), a NND record is identified among the set of potential donors (donor pool) consisting of all units passing all the user-defined edits. A potential donor is acceptable for the recipient if it makes the recipient pass all edits. The selected acceptable donor is the one having the minimum distance from the recipient. The distance used in the method is the minmax one, and the variables to be used in the distance computation (must-match variables) can be automatically determined by the NND GEIS algorithm and/or user-defined.

2.1.1.1 Edits

It is clear that if the applied edits are too much restrictive, it can happen that the donor pool can be heavily reduced, and the probability of selecting for a given recipient an acceptable donor very far from the recipient itself increases. For this reason GEIS allows the use of a different set of edits for validating the imputations, called post-imputation edit set. Generally, these edits are a less-restrictive version of the original rules. This generally allows better imputations in terms of similarity among donors and recipients. A typical transformation relates to balance edits: given the edit x + y = z, it can be transformed in the two inequalities x + y>= (1- p)* z and x + y <= (1+p)* z, where 0<p<1. In our applications we used p=0.2 for transforming any balance edit. It is obvious that the imputed records obtained by applying the post-imputation edits will satisfy just these relaxed rules. So, if we need final data coherent with respect to the original edits, a reprocessing step using the original not transformed edits is needed.

It has to be remembered that when using the GEIS NND method, the so-called non-negativity edits are automatically added to all the other user-defined edits for all the variables involved in at least one user-defined edit rule. If there are some variables not involved in any edit for which the user wants to check at least with respect to non-negativity constraints, the corresponding rules have to be explicitly added to the edit set. 

2.1.1.2. Imputation cells

As well known, imputation methods are based on the common procedure of making the respondents represent the non-responding units. One important assumption made when using imputation methods is that non-respondent units have behaviours and characteristics similar to the respondent ones, conditionally on the used auxiliary variables. For this reason, imputation methods make use of as homogeneous as possible imputation cells, that are treated separately in further processing to handle missing data. In the software GEIS the imputation cells (data groups) are defined by using appropriate classification variables.

If different constraints are required for different data groups, different edit groups (and the corresponding post-imputation edit groups) can be defined.

2.1.2. The Deterministic method

For each variable and each imputation cell, the deterministic algorithm verifies if there exists one and only one value that has to be assigned to that variable in order to make the record pass all edits. If such a value exists, it is directly assigned to the variable. For a more detailed description of the method, see the report GEIS Application to ABI data – Description of the applied imputation methods.

Also this method then guarantees that imputed records pass all the user-defined edits. If different constraints are required for different sub-groups of sample units, different edit groups can be defined for the corresponding imputation cells.

2.1.3. The imputation procedure

As already mentioned, the imputation strategy adopted in the experiments consists of the joined and iterative application of the above described GEIS imputation methods. This strategy has been defined through a tuning process performed on the appropriate development data for which both erroneous and true values were known. In particular, for a given data set, the overall imputation process consists of the following data processing phases:

1. Selection of the imputation cell.

2. For the selected data group, perform the following steps:

a. Error localisation: this step is performed by using only non-negativity constraints for each variable to be imputed. This allows GEIS identify missing data as unacceptable ones and makes the system select the potential donors. In this step all variables have assigned weight=1
.

b. Deterministic imputation by using non-negativity and hard edits. This method is used as the first one because if an analytical solution exists for missing data, it can be directly assigned preserving the data plausibility.

c. NND imputation by using different sets of edits in the post-imputation groups: starting from edit groups containing the original more restrictive edits, further imputations are tried by relaxing more and more the required coherence criteria: the underlying assumption is that it is better to find a sub-optimal solution rather than finding a far donor or not finding a donor at all. 

Note that imputed records in the first NND imputation step cannot be included in the donor pools used in the following NND steps. 

d. On the subset of records having at least one value imputed in one of the previous NND steps, second error localisation with respect to non-negativity edits and original hard edits. This step is necessary in order to make all the imputed records pass at least the user-defined hard edits. In this step, only the items already imputed in one of the previous phases can be classified as erroneous. Hence one problem is represented by situations in which all the imputed values are re-included in the minimum change solution, thus generating circular situations. 

e. Second deterministic imputation with respect to non-negativity and original hard edits. In this step, the most part of the already imputed records still failing some balance edits are generally resolved. Exceptions are represented by circular situations mentioned in point f.

At the end of the imputation process some records can remain incorrect (i.e. with missing values). For these records we could use other imputation techniques available in GEIS, i.e. imputation estimators. However, in our application, the amount of residual data were low, so we did not impute them at all.

2.1.4 The overall operational data flow

In this section all the operational steps to be performed in order to applying the above described imputation strategy are described.

Data processing has been performed in two different environments:

· in Unix, where the GEIS software and the ORACLE data base are available, for the imputation phase;

· in Windows, by using SAS procedures, for all external pre-processing and post-processing operations.

The data processing flow consists of the following main steps:

Step 1
Read the artificially perturbed data set in SAS format.

Step 2
Data pre-processing:

· Eliminating possible unacceptable values from variables to be processed (e.g. negative values).

· Defining the categories of the classification variables to be used in forming the imputation cells.

Step 4 
Loading data into Unix ORACLE tables by using ad-hoc SAS procedures.

Step 5
Building the GEIS application:

· Definition of the application (Questionnaire) and the ORACLE table containing data to be processed.

· Definition of imputation cells (data groups) by using SQL expressions in the appropriate GEIS form.

· Definition of the error localisation strategy included in the imputation strategy
:

· Definition of edits in linear form.

· Definition of edit groups corresponding to the already defined data groups.

· Check of edits.

· Transforming edits in canonical form.

· Performing the error localisation:

· Definition of the maximum allowed cardinality of the minimum change solution
.

· Definition of the maximum processing time per record.

· Defining and performing imputations:

· Deterministic imputation.

· NND imputation:

· Defining must-match fields.

· Finding matching fields.

· Transforming matching fields.

· Creating the K-D tree.

· Performing the imputation.

Step 6
Preparing and running UNIX programs for performing the error localisation and imputations in batch mode
.

Step 7
Downloading the imputed data sets from the appropriate ORACLE data table by ad-hoc SAS programs and creating the corresponding SAS data set.

Step 8
Post processing of data:

· flagging non imputed records (i.e. still having missing values) for the final evaluation.

2.2 Evaluation

2.2.1. The U.K. Annual Business Inquiry

The data used for the experiments represents a subset of units and variables collected in the U.K Annual Business Inquiry (ABI). ONS provided data for two Economical Sectors (Sector 1 and Sector 2): both the development and the evaluation experiments have been performed only on Sector 1 data in order to eliminate one possible source of variability when performing the corresponding evaluation step. Three data sets were used in the applications:

1. Sector 1 - 1997 development data:

·  the Sec197(y2) data set, containing data with only artificial missing values; 

· the Sec197(true) data set, containing true data.

2. Sector 1 - 1998 evaluation data:

· the Sec198(y2) data set containing data with only artificial missing values;

· the Sec198(y3) data set containing data with both artificial missing values and errors.

Sec197 (y2 and true) have been used in the development phase, in order to define the structure of the imputation strategy and the imputation methods parameters to be applied to the 1998 evaluation data.

In all data sets, each business is identified by the ref field and is characterised by a particular anonymised industrial classification (class) and a registered class of employees (empreg). For each business the corresponding sampling weight (weight) and the registered turnover (turnreg) are available. Each record corresponds either to a long (formtype =1) or to a short (formtype=2) form. A more detailed description of variables for both development and evaluation data can be found in Appendix 1.

2.2.1.1 Development data

Sec197 (y2 and true) data sets contain 30 variables and consist of 6,099 records. Out of them, 1,481 records correspond to long forms, while the remaining 4,618 correspond to short forms. Note that out of the 30 overall items, 18 variables are reported in short forms. 

2.2.1.2 Evaluation data

Sec198 (y2, y3) data sets contain 33 variables and consist of 6,233 records. Out of them, 2,263 records correspond to long forms, while the remaining 3,970 correspond to short forms.

Note that out of the 33 overall variables, 17 variables are reported in short forms.

2.2.2. Imputation

In this section the characteristics of the various phases of the overall imputation process performed on the ABI are described. It is worthwhile noting that applications performed on Sec198y2 and Sec198y3 data are identical in terms of the methodological and operational choices made through the experiments, since the collected information and the data characteristics are identical in the two cases (except for the amount of contaminated data). For this reason, these choices are described only once in this section.

2.2.2.1 Variables to be imputed

As already mentioned, a different number of variables is collected depending on the survey form. Out of the 33 collected variables in long forms, 27 ones have been artificially perturbed and need to be imputed. Out of the 17 items reported in short forms, 11 need to be imputed. In both forms, only the items Ref, Class, Weight, Classemp and Turnreg were not subject to any type of contamination.

2.2.2.2 The Nearest-Neighbour Donor imputation method

In this section the main methodological aspects (determination of imputation cells, definition of edits, identification of matching fields) related to the application on the ABI data of the NND imputation method are illustrated. 

Determination of the imputation cells

Among the ABI non-perturbed fields, some have been used for deriving the imputation cells, taking into account the analyses performed in the editing experiments (see section 2 of the report D4.1.2 – Application of the GEIS editing method to the U.K. ABI data – Description of the application). The following variables have been selected:

1. The formtype variable: this field had to be used as classification variable because long and short forms contain different information related by different constraints.

2. The turnreg variable: from the edit list provided by ONS (original edits) it results to be necessary performing different analyses whether turnreg is less or greater than 1,000.

3. The empreg variable: this variable is strictly related to the behaviour of each business in terms of employment and costs of employees. The original 6 Empreg categories have been grouped in only two classes: Empreg =(1,2,3( (businesses having less than 50 employees) and Empreg =(4,5,6( (businesses having more than 49 employees).

Because of too few units in some of the imputation cells, we used as imputation cells only the shadowed partitions in figure 1:

Figure 1: Explanatory variables used to form imputation cells
SEC197Y2


Long forms
Short forms
Turnreg>=1,000 
Turnreg<1,000
Turnreg>=1,000 
Turnreg<1,000

(Large)
(Small)
(Large)
(Small)

Empreg=1,2,3
Empreg=4,5,6
Empreg=1,2,3
Empreg=4,5,6

(High)
(Low)
(High)
(Low)

Hence, for each kind of form, three different imputation cells were defined. The number of units in each cell for 1998 data is shown in table 1.

Table 1 - Sector 1, year 1998 - Number of businesses by type of form, class of turnreg and class of empreg
Form type
Class of Turnreg
Class of Rmpreg
Total



High
Low


Long
Large
248
582
830


Small
1,433
1,433


Total
2,263

Short
Large
470
209
679


Small
3,291
3,291


Total
3,970

Definition of edits

ONS provided 25 edits for ABI data (see the Appendix 2 of the report D4.1.2 – Application of the GEIS editing method to the U.K. ABI data – Description of the application). These edits were revised as part of the editing experiments performed on ABI data in order to improve their capability of correctly classifying data as acceptable or suspicious. In the following of this section, we will refer to this revised set of constraints. Taking into account the characteristics of the above defined imputation cells, different edit groups have been defined for each of them, hence 4 different subsets of edits have been applied to the 6
 ABI data groups. These edit groups are reported in Appendix 3
.

The most part of the ABI edits are soft ones, in the sense that they identify possible but not fatal errors (i.e. a given record can fail a soft edit also when it is correct). This kind of rules is generally used for identifying suspect situations requiring a more accurate (typically either interactive or manual) check. This represents a problem when using the GEIS NND method, because by using soft edits together with the hard ones, the risk is to discard too many potential donors because of edit failures. The reduction of the donor pool dimension can affect the quality of the imputed data, particularly in terms of preservation of the data variability. Furthermore, the use of too many edits may imply that, for a given recipient, near potential donors are discarded because of the failure of soft edits, and the selected nearest donor passing all the edits is too "far".

The donor pool reduction and the selection of donors too far from the recipient can be also produced by the application to data of too much restrictive edits (see section 2.1.1.1). Relating to this problem, it is possible to improve the donor selection by using the post-imputation edits (see section 2.1.1.1). In our applications, in case of balance edits x + y = z transformed in the two inequalities x + y>= (1- p) ( z and x + y <= (1+p) ( z, where 0<p<1, we used p=0.2.

Matching variables

Matching variables represent the information used for computing the distance between each recipient and all the potential donors in he donor pool. This information, together with that used for defining imputation cells, allows to take into account the relationships among variables when performing imputations: it is obvious that, when good statistical relations there exist among the field to be imputed and the used auxiliary information, the quality of predictions is better also in terms of preservation of joint distributions. In the ABI application the following matching fields have been specified (when non missing) for all the items to be imputed:

· Employ

· Emptotc
· Empwag
· Purtot
· Taxtot
· turnover
These variables (called must match fields) are added to those automatically identified by the appropriate GEIS algorithm in the NND phase.

Once the distances among each recipient and all potential donors have been computed with respect to the user-defined and the system-defined matching fields, if there are more than one donor allowing the recipient to pass all edits and with the same distance from it, the actual donor is randomly drawn from the candidate ones.

2.2.2.3 The Deterministic imputation method

As known, this imputation technique guarantees the plausibility of final imputed data with respect to the user-defined edits. The applied edits and the imputation cells used for applying this technique are the same as those defined for the NND phase (see section 2.2.2.2).

2.2.2.4. The overall imputation strategy

Taking into account all the elements described in the previous sections, the imputation processes of evaluation data has been performed by applying the following strategy:

3. Selection of the form type (Long or Short)

4. For the selected form type, selection of one of the three data groups (corresponding to the terminal shadowed nodes of figure 1 in section 2.2.2.2):

a. Large-High

b. Large-Small

c. Small

5. For the selected data group, perform the following steps:

a. First error localisation by using only the non-negativity constraints and the original hard edits (balance edits). All variables have weight=1.

b. First deterministic imputation by using only non-negativity edits and original balance edits.

c. First NND imputation by using the following types of rules in the post-imputation edit group:

i. non-negativity edits;

ii. inequalities corresponding to the original balance edits: each balance edit originates two inequalities describing an acceptance region as illustrated in section 2.1.1.1 with p=2;

iii. original or new soft edits with bounds revised as described in section 3.5 of the report D4.1.1 GEIS Application to ABI data – Description of the applied editing methods.

d. Second NND imputation: records not resolved in the previous step are re-processed by using the following reduced set of rules in the post-imputation edit group:

i. non-negativity edits;

ii. inequalities corresponding to the original balance edits obtained as described in step ii. of step c. 

This second NND imputation step has been performed in order to impute disregarding the correctness of imputed data with respect to the soft edits, again considering better to find a sub-optimal solution rather than not finding a solution at all. It is worthwhile reminding that soft edits do not identify fatal error, but simply possible errors. 

There is another reason for performing the latter NND imputation step. In a number of cases, a record containing missing values can fail soft edits not because of the missing values but because of the observed items. In this case for the system it is impossible to make the recipient pass all the edits.

Note that imputed records in the first donor imputation step cannot be included in the donor pool used in this second imputation step. 

e. Third NND imputation performed by using only non-negativity edits in the post-imputation edit group.

f. On the subset of records having at least one value imputed in one of the previous NN donor steps, a second error localisation step is performed by using:

i. non-negativity edits

ii. original balance edits


This step is necessary in order to make all the imputed records pass the original balance edits. 

g. Second deterministic imputation performed with respect to:

i. non-negativity edits

ii. original balance edits.

2.2.3. Results

In this section we will describe in a synthetic way the results obtained by applying our final imputation approach on both development and evaluation data.

2.2.3.1. Development data: Sec197y2

In table 2 the overall percentages of missing values artificially introduced among Sec197true data are reported for a subset of the ABI survey variables.

Table 2 – Sec197y2: Percentages of missing values by field

Field
Turnover
Emptotc
Employ
Empwag
Taxtot
Purtot
Assacq
Assdisp
Stockbeg
Stockend

% miss
2.44
2.00
2.34
0.59
1.95
1.85
3.85
3.53
4.51
4.18

The highest percentages of artificial missing values correspond to variables Assacq, Assdisp, Stockbeg and Stockend. The Empwag field has the lowest percentage because this variable is only observed on long forms.

Edits used in the imputation process have been developed during the editing experiments performed on development data. The 4 edit groups used for imputing the ABI development data are reported in the Appendix 2. Note that in each step of the imputation strategy the appropriate subset of edits has to be used (e.g. in the first deterministic step only the subset of non-negativity and original balance edits were used).

An evaluation of the obtained results has been performed by comparing the imputed and the corresponding true data. For each item, the following indicators were computed: 

· Relative difference between means: Rdiff=(i(missytrue,i-i(missyimp,i)/i(missytrue,i
· Simple distance among true and imputed values: D1=i(miss|ytrue,i- yimp,i |)nmiss
· Quadratic distance among true and imputed values: D2=(i(miss(ytrue,i - yimp,i )2]nmiss(1/2
· Pearson’s correlation coefficient between true and imputed values: .

In table 3 the values of the performance indicators Rdiff, D1, D2,  are shown for a subset of variables. As it can be seen, better results in terms of difference among true and imputed means are obtained for variables Emptotc, Empwag and Purtot, while at micro data level (D1 and D2 indicators) the best results are produced for Employ and Empwag. Correlations are well preserved for all variables, with values every time higher that 0.95.

Table 3 – Imputation results for Sec197y2 data

Field
Rdiff
Mtrue
Mimp
Nmiss
Moss
Noss
D1
D2


Turnover
-0.12915
2738
3091.6
149
22179.6
5950
903.16
3861.21
0.9752

Emptotc
0.00077
414.344
414.025
122
2322.28
5977
49.11
156.02
0.9955

Employ
-0.13991
40.035
45.636
143
270.317
5956
12.287
50.62
0.9804

Empwag
-0.00195
1036.92
1038.94
36
1950.60
6063
13.472
40.86
0.9999

Taxtot
-0.21485
45.84
55.69
119
347.48
5980
21.462
69.91
0.9491

Purtot
-0.00558
2292.14
2304.94
113
15817.6
5986
15.61
140.33
0.9999

Mmiss = Mean computed on the subset of data with missing values
Mtrue = Mean computed on the subset of true data corresponding to the missing ones
Moss = Mean computed on the subset of data with observed values
Nmiss= Number of missing values, Noss = Number of observed values
2.2.3.2. Evaluation data: Sec198y2

In this section the overall results obtained for Sec198y2 data are illustrated.

In table 4 the overall percentages of artificial missing values for the main survey variables are reported
.

Table 4 - Sec198y2 –Percentages of missing values by field 

Field
Turnover
Emptotc
Employ
Empwag
Taxtot
Purtot
Assacq
Assdisp
Stockbeg
Stockend

% miss
2.18
1.91
1.99
0.95
2.04
2.25
3.21
2.44
4.09
4.24

The highest percentages of missing values correspond to variables Stockbeg and Stockend. The Empwag field has the lowest percentage because this variable is observed only on long forms.

The application consisted of 6 different imputation steps, corresponding to the 6 imputation cells identified among data. Given the imputation cell, for each step of the imputation process the appropriate set of edits has to be used. 

In table 5 the number and the percentage of imputed records (records failing at least one edit) by imputation method are reported. 

Table 5 – Number and percentage of imputed record by imputation method

Imputation Method
Nimp
Pimp

Deteministic

623
35.7

NND

1,121
64.3

Total
1,744
100.0

Nimp =Total number of imputed record; Pimp =% imputed record

As it can be seen, the 35% of records are completely resolved by deterministic imputations. It is worthwhile to underline that out the 1,121 records imputed by NND, some residual missing values have been imputed by the deterministic method after the second error localisation step.

In terms of consistency, not all the imputed records are coherent with respect to soft edits, because these rules are used only in some NND imputation steps. On the contrary, all imputed records in this experiment resulted consistent with respect to the original balance edits used in the last error localisation and deterministic imputation steps.

About the evaluation of the imputation performance, the quality indicators defined by Chambers (2002) are reported in table 6.

Table 6 – Sec198y2 - Quality indicators

turnover
empwag
empni
empens
empred
emptotc
puren
purcoth
puresale

Slope
1,116696
1,075247
0,931963
1,111393

0,999155
0,545588
1
1,001276

t-val
3280,567
2268,066
-1775,3
80,6445

-1,37303
-1841,16
-17,3331
12,95585

mse
16224564
345536,5
67635,08
16853,11

78667,11
142975,3
1695882
2,62E+08

R^2
0,999552
0,999498
0,981164
0,99226

0,981581
0,642986
0,017031
0,99234

DL1
161,2927
14,92839
3,758256
3,447824
13,78393
15,97533
5,016536
30,8432
72,70636

DL2
3338,991
350,3989
54,93161
30,94669
375,8001
46,91484
98,1804
243,2654
2777,839

dLinf
7828,715
620,8996
69,19802
41,99352
634,4455
121,7661
121,3123
394,1647
8982,997

K-S
0,058302
0,0375
0,03913
0,131705
0,016611
0,144542
0,072713
0,055988
0,046817

K-S_1
0,000291
0,000787
0,001051
0,00016
0,000113
0,000243
0,000427
0,002673
0,000128

K-S_2
0
0,000001
0,000002
0,000007
0
0,000007
0,000005
0,000086
0

m_1
61,6011
10,50887
0,157706
0,736973
13,36806
0,207626
0,799937
21,61439
27,90994

m_2
2E+08
3215008
16085,2
10791,86
171564,7
3691,286
13412,04
31063,82
43740773

MSE
19009,84
153,5554
0,64913
0,746613
0,068304
201,1344
1,075726
5,738519
8536,473

Table 6 – Sec198y2 - Quality indicators

purhire
purins
purtrans
purtele
purcomp
puradv
purothse
purothal
purtot

Slope

1

0,979701

0,006225
0,149855
0,991603


t-val

-66,0345

-12,0942

-12797,2
-12526,5
-12,317


mse  

231824

143630,3

6758802
3128121
1787864


R^2  

0,794527

0,745112

0,031126
0,802783
0,550337


dL1  
107,2321
5,734866
5,125025
5,189225
8,021821
27,26249
142,909
27,5562
5,739972

dL2  
3010,052
91,3129
86,20564
78,49013
133,6338
562,7176
3426,246
220,1655
32,27086

dLinf
4164,107
139,9008
115,2288
123,9191
203,1767
621,2488
4521,995
1820,162
198,7248

K-S  
0,017451
0,072273
0,071945
0,189243
0,068791
0,127909
0,127712
0,060681
0,028497

K-S_1
0,000031
0,001048
0,000502
0,000379
0,000844
0,000837
0,000267
0,000897
0,000009

K-S_2
0
0,000006
0,000005
0,000023
0,000039
0,000008
0,000002
0,000012
0

m_1  
101,1305
4,858056
0,587044
3,859828
1,066639
3,941196
127,2322
5,591752
1,274174

m_2  
9045324
12496,4
19639,41
8483,53
18728,74
38085,11
15743120
59073,58
362707,8

MSE
1,224755
0,032309
7,743241
0,025113
0,374711
1,659775
30,74863
11,39641
10353,74

Table 6 – Sec198y2 - Quality indicators

taxrates
taxothe
taxtot
Stockbeg
stockend
assacq
assdisp
capwork
employ

Slope


0,822574
0,965395
1,103967
1,251255


1,012738

t-val


-41,3953
-16,0482
27,38144
22560,45


2,274308

mse  


20825,78
34811209
33991465
3068957


106263,7

R^2  


0,945853
0,935509
0,944935
0,998683


0,982841

dL1  
0,450397
0,427412
5,273975
50,25451
47,07409
45,70252
67,69658
0,053343
4,466257

dL2  
9,50227
9,256633
21,49759
929,2083
1099,214
1685,244
3998,422
0,230961
56,37126

dLinf
14,12441
15,07906
52,76689
2032,923
3466,594
4773,381
9876,855
1,622003
125,0637

K-S  
0,037747
0,045328
0,13
0,073966
0,090402
0,194008
0,057992
0,053343
0,087723

K-S_1
0,000235
0,000235
0,000419
0,000087
0,000106
0,000163
0,000012
0,053343
0,000333

K-S_2
0,000001
0,000004
0,000019
0
0
0
0
0,002845
0,000004

m_1  
0,450397
0,427412
1,222632
16,02891
17,86841
33,26483
63,99611
0,053343
0,756488

m_2  
1492,076
96,30997
190,0702
3173567
3860446
24563481
17231916
0,053343
12943,53

MSE
2,474235
0,109705
2,994972
55,77001
61,02912
44,53548
8,597025
0,002869
2,053198

As it can be seen for the main survey variables (Turnover, Empwag, Emptotoc, Employ, Taxtot, Purtot reported in the shadowed columns of the table), results in terms of robust regression indicators Slope, t-val, mse, R^2 are good. In some cases they seem “too” good, as for example in case of the for R^2 value for variables Turnover, Empwag, Emptotoc, Purtot, meaning that the true data are exactly recovered through the imputation process. Taking into account the percentages of missing values imputed by the deterministic algorithm (see table 5) this results seems quite surprising.

2.2.3.2. Evaluation data: Sec198y3

In this section the overall results obtained by applying the final imputation strategy on Sec198y3 data are presented. Note that in the imputation step also errors other than missing data (identified through the editing strategy illustrated in the report D4.1.2 – Application of the GEIS editing method to the U.K. ABI data – Description of the application) have been imputed. Anyway, the final evaluation of the GEIS imputation strategy for this data set has been performed considering only the originally missing values.

In table 7 the number and the percentage of artificial missing values affecting the main survey variables are reported. The highest percentages of artificial missing values correspond to variables Assacq, Assdisp, Stockbeg and Stockend. As in the Sec197y2 data, the Empwag field has the lowest percentage because this variable is observed only on long forms. Note that in this case, due to the error localisation process, the total percentages of values to be imputed are very different from the corresponding initial percentages; furthermore these percentages vary very much among items. In particular, Taxtot has the maximum percentage of values requiring imputation (9%), while the 5% of missing values are to be predicted for variables Turnover and the Employ.

Table 7 - Sec198y3 – Percentages of missing values and imputed data by field

Variable
Nmiss
Pmiss
Nimpu
Pimpu

Turnover
33
0.53
336
5.39

Emptotc
46
0.74
250
4.01

Employ
40
0.64
336
5.39

Empwag
11
0.18
77
1.24

Taxtot
35
0.56
566
9.08

Purtot
34
0.55
278
4.46

Assacq
68
1.09
119
1.91

Assdisp
52
0.83
72
1.16

Stockbeg
67
1.07
197
3.16

Stockend
75
1.20
214
3.43

Nmiss = Number of artificially introduced missing values

Pmiss = Percentage of artificially introduced missing values
Nimpu = Number of missing values to be imputed (artificially introduced missing values+errors localised by GEIS)

Pimpu = Percentage of missing values to be imputed (artificially introduced missing values+errors localised by GEIS)
In the same table also the overall number of imputations performed by variable are reported. As it can be seen, a high number of imputations are due to errors not corresponding to missing values, but to other kinds of not coherent data. As an example of the differences among these frequencies and the corresponding ones in the corresponding development data, in table 8 the same information is reported for a subset of variables in the development data.

Table 8 - Sec197y3 – Percentages of missing values and imputed data by field

Variable
Nmiss
Pmiss
Nimpu
Pimpu

Turnover
42
0.69
334
5.48

Emptotc
41
0.67
255
4.18

Employ
35
0.57
88
1.44

Empwag
10
0.16
65
1.07

Taxtot
45
0.74
493
8.08

Purtot
28
0.46
228
3.74

Nmiss = Number of artificially introduced missing values

Pmiss = Percentage of artificially introduced missing values
Nimpu = Number of missing values to be imputed (artificially introduced missing values+errors localised by GEIS)

Pimpu = Percentage of missing values to be imputed (artificially introduced missing values+errors localised by GEIS)
As it can be seen, the percentages of missing values are very similar for all the variables in development and evaluation data. However, a different situation in the two data sets characterizes the variable Employ: while the percentages of missing values are similar in 1997 and 1998 data, the percentages of values to be imputed (including both errors and missing values) are very different. This fact depends on the error localisation step performed on 1998 data before the imputation phase: an high failure rate on some edits involving the variable Employ produced an high percentage of values identified as suspicious for this variable. The possible cause of this fact has been discussed in the report D4.1.2 – Application of the GEIS editing method to the U.K. ABI data – Description of the application.

As for previous applications, also in this case the imputation process has been split in 6 different imputation sub-processes performed by using the appropriate set of edits. In table 9 the number and the percentage of imputed records (records failing at least one editing) by imputation method are reported. 

Table 9 – Number and percentage of imputed record by imputation method

Imputation Method
Nimp
Pimp

Deteministic
452
23.5

NND
1,475
76.5

Total 
1,927
100.0

Nimp =Total number of imputed record

Pimp =percentage of imputed record

In this case, the 76.5% of records with missing values have at least one item imputed by the NND method. As for the Sec198y2 data set, out the 1,475 records imputed by NND, some residual missing values have been imputed by the deterministic method after the second error localisation step.

In terms of consistency, in this experiment, 9 imputed records fail at least one of the original balance edits used in the last error localisation and deterministic imputation steps. All the other units pass the original balance rules.

About the evaluation of the imputation performance, the quality indicators defined by Chambers (2002) are reported in table 9.

Table 10 – Sec198y3 - Quality indicators


turnover
empwag
empni
empens
empred
emptotc
puren
purcoth
puresale

Slope
1,271915
0,911412
1,029551


0,589358
0,001901
0,000015
0,001575

t-val
74,03764
-21,647
4,985257


-64,1139
-19200,6
-13371,7
-26025,7

Mse  
2505090
13673,43
1471,438


113266,7
144072,7
631,0341
1,99E+11

R^2  
0,9842
0,986404
0,927801


0,831723
0,025539
0,00014
0,255235

DL1  
186,6086
9,604079
1,001615
1,414375
1,938838
21,08007
436,8329
80,03375
4898,722

DL2  
572,0037
27,27445
6,615682
9,809354
9,527008
104,2593
4042,514
940,7209
136205,6

Dlinf
3676,465
53,68239
5,791449
7,460063
9,150411
189,4835
5965,943
1311,447
369604

K-S  
0,159477
0,344879
0,293064
0,025537
0,290231
0,321229
0,161599
0,103291
0,091951

K-S_1
0,006103
0,0031
0,005659
0,006382
0,007439
0,001211
0,001688
0,000392
0,001018

K-S_2
0,000396
0,000165
0,000602
0,000067
0,002081
0,000098
0,000037
0,000009
0,000001

M_1  
100,6672
8,399463
0,415488
0,171031
0,925998
8,015261
436,1768
77,19218
4870,592

M_2  
2047923
6157,04
159,6053
15,78454
73,31615
26608,01
16443017
884943,4
1,86E+10

MSE
1,48E+09
26714005
767653,8
203469,7
428581
47072160
62035273
272426,3
5,37E+08

Table 10 – Sec198y3 - Quality indicators


purhire
purins
purtrans
purtele
purcomp
puradv
purothse
purothal
purtot

Slope

0,000995

0,000009
0
0,000107
0,001709
0,841943
0,015409

t-val

-19522

-1533659
-2,3E+19
-51736,2
-7028,56
-122,604
-755,446

Mse  

3878,428

14316,07
680,9764
345921
81391239
221981,5
54258327

R^2  

0,03446

0,005714
0,001548
0,011273
0,000441
0,875297
0,137696

DL1  
41,8361
272,5904
828,6474
22250,57
15,20594
919,2014
2200,362
22,11652
898,8047

DL2  
573,3892
2329,503
7471,045
248523,9
82,65245
5270,623
13737,27
79,16499
3076,409

Dlinf
822,7584
3621,968
14889,23
421298,5
183,7864
10956,51
17643,7
252,6825
16844,84

K-S  
0,133293
0,052731
0,104952
0,191158
0,041073
0,514588
0,31776
0,085994
0,131127

K-S_1
0,004802
0,004411
0,00012
0,000018
0,011248
0,020831
0,00705
0,001693
0,022387

K-S_2
0,000036
0,00006
0,000002
0
0,000173
0,000462
0,00013
0,000024
0,00182

m_1  
41,62947
272,4757
825,7116
22249,13
13,88619
907,3164
1960,037
0,649837
866,7957

m_2  
328830,3
5439589
55815693
6,18E+10
6811,033
27913674
1,83E+08
6483,107
9627272

MSE
375492,9
106113,9
349114,4
53830,72
169851
133868,8
4946271
981646,4
1,11E+09

Table 10 – Sec198y3 - Quality indicators


taxrates
taxothe
taxtot
stockbeg
stockend
assacq
assdisp
capwork
employ

Slope
4,370463

0,999708
0,822759
0,645195
0,183808


0,345233

t-val
1786,602

-0,72142
-38,9861
-70,4355
-235,614


-117,504

Mse  
14896,71

2731,675
46056253
357477,9
12512114


4500,351

R^2  
0,999893

0,993107
0,898167
0,686711
0,007507


0,632562

DL1  
99,6698
1,264455
4,079855
66,89584
36,69082
94,13996
2,25816
0,342344
3,833791

DL2  
1588,712
7,572095
8,288552
984,1362
94,58322
580,0539
7,245401
3,204734
8,093583

DLinf
1290,95
13,75956
36,34628
1471,401
461,8472
5674,468
25,14607
3,081097
20,22518

K-S  
0,189434
0,212723
0,150253
0,090193
0,108138
0,077038
0,067261
0,011411
0,316698

K-S_1
0,000001
0,004821
0,000401
0,000423
0,002208
0,010468
0,006652
0,011411
0,007879

K-S_2
0
0,000706
0,000029
0,000003
0,00004
0,000217
0,000225
0,00013
0,000932

M_1  
99,38799
1,264455
0,868646
2,911161
4,389507
81,16309
1,08783
0,342344
1,705936

M_2  
4021511
57,33662
18,94325
2951838
5584,471
334313
11,99534
10,27032
47,99944

MSE
234587,2
7,28E+08
8,04E+08
17800575
20887661
7131811
178543,1
56086,23
2,332004

In terms of bias introduced by the imputation strategy, the slope index shows a low quality level for most of variables. On the other hand, the R2 values are really unsatisfactory only for variables Employ and Stockend.  In terms of both indices, the best results correspond to variable Taxtot.

Note that for 7 of the 27 processed variables the values of slope, R2 and mse are not reported.

In terms of preservation of original marginal distributions, the K-S indicator shows a better performance for variables Turnover, Stockbeg, Stockend, Taxtot. The indicator values range from 0.09 to 0.34, showing again a general low performance with respect to the Sec198y2 results.

3. Conclusions 

In the applications described in the paper we used an imputation strategy based on the use of two techniques available in the software GEIS: a deterministic imputation algorithm and a nearest-neighbour donor imputation technique (NND). The applications results allows some first general conclusions in terms of:

· Quality aspects:

· characteristics of the software;

· quality of the algorithms;

· quality of results at micro level (correct predictions of the true values) and macro level (data distributions).

· Data processing costs.

Quality aspects

Characteristics of the software

The imputation modules implemented in GEIS are quite flexible. There are several tools the user can use for implementing different imputation strategies: the definition of imputation cells, the use of post-imputation edits, the use of different hierarchies between the available imputation methods.  A quality aspect to be mentioned relates to the high number of useful reports produced by GEIS during and after each step of data processing. These reports facilitate both the critical review of results and the full documentation of all the performed processing steps.

Quality of the algorithms

It has to be noted that among the imputation techniques available in GEIS, both the deterministic and the nearest-neighbour donor method guarantee the plausibility of final imputed data with respect to the set of user-defined edits. In fact, a peculiarity of the GEIS donor method is the possibility of making imputations taking into account the relationships between variables expressed by the edit rules: the imputation of an item non response is performed only if the “predicted” value makes the unit in error pass all the edits.

The NND technique is quite flexible in terms of the available parameters that cane be used for tailoring different imputation strategies (maximum number of times each donor can be used, minimum percentage of records in donor pools, if already imputed records can be either used as donors in further data processing or not and so on). Data groups and must-match variables are other tools that can be used for implementing an imputation process that better exploits and preserves data relationships.

Quality of results

The quality indicators computed on evaluation data showed different performances depending on the perturbed data set subject to imputation. In particular, for the Sec198y2 data (containing only missing values but not artificial errors) the quality indicators point out an overall good capability of imputation methods of both predicting the missing information and preserving data distributions, at least for the main survey variables. These results were expected only partially, because of the ABI data characteristics (poor statistical relations among the surveyed variables, few hard edits relating items). The quality of results has been probably influenced by the enough high percentage of acceptable potential donors in each imputation cell, together with the capability of the deterministic method of recovering analytical solutions for a high percentage of missing values, and the capability of the NND technique of both using all the available matching information and performing simultaneous imputations, thus preserving as much as possible data relations.

For the Sec198y3 data (containing both missing values and errors) the obtained results are less satisfactory. This could depend on the data characteristics: it is intuitive that the number of available potential donors for each imputation cell decreases with respect to the Sec198y2 data because of the presence of errors among data. This has certainly a negative effect on the quality of final imputations, particularly in terms of data variability.

Data processing costs

Cost for data preparation

GEIS requires that:

· data are not negative: all negative values are considered errors;

· edits are expressed in linear form;

· data are loaded into ORACLE tables;

· the imputation results are downloaded from the ORACLE environment and transformed in the appropriate way to be evaluated;

· reports are saved only if the system is run in batch mode: this implies the development of suitable UNIX programs for each application.

For all these reasons, the necessary preliminary phase appears to be very demanding.

Required knowledge

A further aspect to be mentioned relates to the fact that user need to be experienced of both the ORACLE environment and the SQL language (System Query Language) for the data management during GEIS data processing.

Time

In the case of ABI, data processing time needed for imputing missing data has been quite low, due to the few number of missing values artificially generated, low number of variables involved, edits and records under analysis.
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Appendix 1: Variable descriptions for the ABI datasets

Variable name
Variable label
sec197
sec198

Ref
Record identifier
S, L
S, L

Weight
Sampling weight
S, L
S, L

Class
Class of Economical Activity
S, L
S, L

turnover
Total turnover
S, L
S, L

empwag
Wages and salaries paid
L
L

empni
Employers NI contributions

L

empnioth
Employers NI contributions and other employment costs
L


empens
Contributions to pension funds

L

empred
Reduncy and severance payments to employees

L

emptotc
Total employment costs
S, L
S, L

puren
Purchases of energy, water and materials

L

purenoth
Purchases of energy and other goods for own consumption
L


purcoth
Purchases of other goods and materials for own consumption

L

puresale
Purchases of goods bought for resale
S, L
S, L

purhire
Payments of hiring, leasing or renting
L
L

purins
Commercial insurance premiums paid
L
L

purtrans
Purchases of road transport services
L
L

purtele
Purchases of telecommunication services
L
L

purcomp
Purchases of computer and related services
L
L

puradv
Purchases of advertising and marketing
L
L

purothse
Other services purchased
L
L

purothal
All other purchases of goods and services
S
S, L

purtot
Total purchases of goods and services
S, L
S, L

taxrates
Amounts paid for national non-domestic rates
L
L

taxothe
Other amounts paid for taxes and levies
L
L

taxtot
Total taxes paid
S, L
S, L

stockbeg
Value of stocks held at beginning of year
S, L
S, L

stockend
Value of stocks held at end of year
S, L
S, L

assacq
Total cost of all capital assets acquired
S, L
S, L

assdisp
Total proceeds from capital asset disposal
S, L
S, L

capwork
Value of work of a capital nature
S, L
L

employ
Total number of employees
S, L
S, L

turnreg
Registered turnover
S, L
S, L

empreg
Employment size group from register: 1 = 0 to 9 employees, 2 = 10 to 19 employees, 3 = 20 to 49 employees, 4 = 50 to 99 employees, 5 = 100 to 249 employees, 6 = 250 or more employees
S, L
S, L

formtype
1 = long form, 2 = short form
S, L
S, L

S = variable is present in the short version of the questionnaire; L = variable is present in the long version of the questionnaire.

APPENDIX 2 – Edits used for imputing the ABI development data
Table 1 - Long forms - Large

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.04 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 61 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 341 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empwag+Empnioth=Emptotc
Y

6
B2
Purenoth+Pursale+Purhire+Purins+Purtrans+Purtele+Purcomp+Puradv+Purothse=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 – Upper
Purothse<= Purtot
N

17
Ratio 4 - Upper
Empwag <= 288.2 * Employ
N

18
Ratio 5 - Upper
Purtot <= 7.9 * Turnover
N

Table 1 - Long forms – Small

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.03 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 46 * Turnreg
N

3
Ratio 2 – Upper
Emptotc  <= 246 * Employ
N

4
E1
Emptotc > 0.0001 * Employ
N

5
B1
Empwag+Empnioth=Emptotc
Y

6
B2
Purenoth+Pursale+Purhire+Purins+Purtrans+Purtele+Purcomp+Puradv+Purothse =Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 – Upper
Purothse<= Purtot
N

17
Ratio 4 - Upper
Empwag  <= 215 * Employ
N

18
Ratio 5 - Upper
Purtot <= 8.84 * Turnover
N

 Table 3 - Short forms - Large

Rule #
Rule name
Edit rule: Case passes edit check if result is true
FatalError

1
Ratio 1 - Lower
Turnover >= 0.1 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 12.59 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 207.58 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
E2
Purtot > 0.0001 * (Turnover – 10)
N

6
E3
Taxtot > 0.0001 * (Turnover – 30)
N

7
E4
Taxtot < 0.25*Turnover
N

8
E5
Stockbeg <= Turnover
N

9
E6
Stockend <= Turnover
N

10
E7
Assacq <= Turnover
N

11
E8
Assdisp <= Turnover
N

12
B1
Puresale + Purothal = Purtot
Y

13
Ratio 3 - Upper
Purtot <= 5.005 * Turnover
N

Table 4 - Short forms - Small

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 - Lower
Turnover >= 0.006 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 260.76 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <=   225 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
E2
Purtot > 0.0001 * (Turnover – 10)
N

6
E3
Taxtot > 0.0001 * (Turnover – 30)
N

7
E4
Taxtot < 0.25*Turnover
N

8
E5
Stockbeg <= Turnover
N

9
E6
Stockend <= Turnover
N

10
E7
Assacq <= Turnover
N

11
E8
Assdisp <= Turnover
N

12
B1
Puresale + Purothal = Purtot
Y

13
Ratio 3 – Upper
Purtot <= 12.446 * Turnover
N

APPENDIX 3 – Edits used for imputing the ABI evaluation data
Table 1 - Long forms - Large

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.04 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 37.4 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 192.5 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empens+Empni+Empred+Empwag=Emptotc
Y

6
B2
Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 - Upper
Empni <= 0.39*Empwag
N

17
Ratio 4 - Upper
Empwag  <= 138.2 * Employ
N

18
Ratio 5 - Upper
Purtot <= 1.4 * Turnover
N

Table 1 - Long forms – Small

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.03 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 90.2 * Turnreg
N

3
Ratio 2 – Upper
Emptotc  <= 191.8 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empens+Empni+Empred+Empwag=Emptotc
Y

6
B2
Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 - Upper
Empni <= 1.2 * Empwag
N

17
Ratio 4 - Upper
Empwag  <= 76.5 * Employ
N

18
Ratio 5 - Upper
Purtot <= 1.73 * Turnover
N

 Table 3 - Short forms - Large

Rule #
Rule name
Edit rule: Case passes edit check if result is true
FatalError

1
Ratio 1 - Lower
Turnover >= 0.103 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 12.13 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 223.5 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
E2
Purtot > 0.0001 * (Turnover – 10)
N

6
E3
Taxtot > 0.0001 * (Turnover – 30)
N

7
E4
Taxtot < 0.25*Turnover
N

8
E5
Stockbeg <= Turnover
N

9
E6
Stockend <= Turnover
N

10
E7
Assacq <= Turnover
N

11
E8
Assdisp <= Turnover
N

12
B1
Puresale + Purothal = Purtot
Y

13
Ratio 3 - Upper
Purtot <= 2.549 * Turnover
N

Table 4 - Short forms - Small

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 - Lower
Turnover >= 0.015 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 136* Turnreg
N

3
Ratio 2 - Upper
Emptotc  <=   296* Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
E2
Purtot > 0.0001 * (Turnover – 10)
N

6
E3
Taxtot > 0.0001 * (Turnover – 30)
N

7
E4
Taxtot < 0.25*Turnover
N

8
E5
Stockbeg <= Turnover
N

9
E6
Stockend <= Turnover
N

10
E7
Assacq <= Turnover
N

11
E8
Assdisp <= Turnover
N

12
B1
Puresale + Purothal = Purtot
Y

13
Ratio 3 – Upper
Purtot <= 10.829 * Turnover
N







� For the use of weights in GEIS see the report GEIS Application to ABI data – Description of the applied editing methods.


� see the report GEIS Application to ABI data – Description of the applied editing methods.


� The cardinality of a FH algorithm solution corresponds to the number of items involved in the solution itself. If weights are associated to items, the cardinality of solutions is given by the sum of weights associated to the items involved in the solution.


� Only in this way, in fact, error localisation reports are saved in the user-defined directory.


� Note that the same edit group corresponds to cells Large irrespective on the Empreg class.


� Non-negativity edits are not specified for simplicity.


� The data set consists of 6,233 observations.


� A record is considered deterministically imputed if all its missing values are deterministically imputed.


� A record is considered NND imputed if it is either completely imputed by the NND method or it contains at least one value imputed by the deterministic imputation algorithm.
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