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1. Generalities

The GEIS software (Kovar. et al., 1988; Cotton, 1991), developed by Statistics Canada, is a generalised software implementing methods for both data editing and imputation. It can be used in all the problems where variables are numerical continuous and non-negative, and edits (consistency rules) are expressed in linear form.

GEIS has the modular structure described in Figure 1. In each module a particular sub-function of the main data processing phases (definition of data, error localisation, identification of outliers, imputation) is implemented. The steps of a GEIS data processing flow are described in the following section.

GEIS is coded in C language and is available only on UNIX operational systems. The system runs either in interactive or in batch mode: in the former case, the user works directly with the GEIS forms; in the latter case, the system is made run by using UNIX batch programs. Typically, the first mode of use is adopted when defining the application structure and parameters, while the second one is used when data have to be processed.

GEIS requires data be loaded into ORACLE tables. This software automatically reads data from these tables, performs data processing and updates appropriate dynamic ORACLE tables depending on the particular data processing step.

Since the main objective of our study is the evaluation of the editing methods available in the software, in the next section we shortly describe them and the steps needed for their application. 

2. Structure of the system

In this section we give a description of the main steps of a GEIS data processing flow, following the structure in figure 1.

Figure 1 : GEIS overall structure
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Description of the application and of Oracle tables

In this module the following actions need to be performed:

-
identification of the questionnaire (application);

-
identification and description of the ORACLE tables containing current and historical data (the latter can be used in the outlier detection module or in the imputation by estimator phase).

This is a required step for the implementation of the editing  process.

Description of data groups

In this step, through SQL expressions, the user can define the groups of data to be separately analysed by the system. Data groups can be defined because of different need, for example:

· for reducing the complexity of the application; 

· for performing different treatments on different and homogeneous kinds of units.

This is a required step for the implementation of the editing process.
Implementation of the editing strategy

This phase consists of several some sub-phases for the definition of the overall editing strategy:

1. Edit specification 

In this module, edits to be used for identifying inconsistencies among observed variables have to be defined.

2. Analysis of edits
Consists in finding and eliminating all possible inconsistencies and redundancies among the specified set of edits in order to obtain the minimal set of edits to be applied on observed data.

3. Application of edits
GEIS allows the production of some reports (summary statistic tables). These tables indicate, for example, how many records fail at least one edit, the distribution of records per number of failed edits, how many times each edit is failed and so on.

The analysis of these tables is useful for a critical revision and for an improvement of the edit strategy. For instance, they allow the identification of mistakes in the definition of some edits or may indicate the presence of systematic errors when the failure rate of a given edit appears to be too high.

This is a required step for the implementation of the editing process. 

Outlier detection

In this phase, values of each variable are analysed in order to identify outlying observations. The implemented method is due to Hidiroglou and Berthelot (1986), and allows the identification of suspicious observations by comparing current and historical values of each variable on the same set of statistical units. Acceptance bounds are found on the distribution of transformed values of these longitudinal ratios
. All records, whose transformed data are outside the acceptance region, are considered outliers. These values can be labelled in GEIS as ODI (Outlier Detected to be Imputed), or as ODE (Outlier Detected to be Excluded). In the former case, data will be automatically added to the minimal set of fields identified as erroneous by the FH error localisation algorithm and they will be imputed in the following phase as fatal errors. In the latter case, the ODE’s will be considered anomalous but acceptable data and they will be only excluded by the donor pool and by the set of observations used for the imputation by estimators. 

This is an optional step for the implementation of the editing process.
Error localisation

In GEIS the localisation of errors is performed with respect to given sets of consistency rules by adopting an algorithm based on the Fellegi-Holt minimum change methodology (Fellegi et al., 1976). For this reason, GEIS is appropriate for detecting and imputing stochastic errors among data, while it is not useful for dealing with systematic errors.

In this phase, for each record failing at least one edit, the algorithm identifies the minimum number of fields that are to be imputed in order to make the record pass all the edits.

The user can define some parameters in order to influence the algorithm results:

· the maximum processing time allowed to the system for finding a solution for each record: this parameter is used in order to avoid the algorithm spends too much time for identifying a solution for each erroneous unit;

· the maximum cardinality for the error localisation solution allowed: this parameter is used in order to avoid the algorithm select a solution including too many fields;

· the variable weights: weights are assigned to variables depending on the user belief about their reliability. If weights are attached to variables, the criterion used to determine which fields should be imputed is still based on the minimum change criterion. However, in this case, the cardinality of the solution is given by the sum of the weights.

Sometimes more than one solution of minimum cardinality can be eligible (multiple solutions). In this case, the error localisation algorithm will select one of the solutions at random (each solution is given an equal probability of being selected). For this reason, if the algorithm is made re-run on such records, the user should expect to get different results.

It can happen that the error localisation algorithm is not able to determine a solution for a given erroneous record. This can be due to the following reasons:

· because either the algorithm is unable to find a solution with a cardinality less or equal to the user specified maximum cardinality or GEIS runs out of space attempting to find a solution of minimum cardinality. In these cases, the record will be labelled as MIR (Manual Imputation Required);

· because the algorithm is unable to find a solution within the user-defined time limit. In this case, the record will be classified as TLE (Time Limit Exceeded).

In the latter case, records can be reprocessed allowing a higher time limit per record.

For each erroneous record with solution, all fields selected by the error localisation algorithm are flagged as FTI (Field To Impute).

Edit groups

More than one edit group can be defined in GEIS. Edit groups are sub-sets of originally defined edits that are separately applied to data. If edit groups have common variables, the order of data processing with respect to them is relevant: generally, common variables treated in a given data processing step need to be fixed in the following steps.

Edit groups are defined for different reasons:

1.
computational limits or too much complex tasks;

2.
different quality requirements are needed on different subsets of data.

Determining ratio and other kinds of soft edits.

In the editing approach adopted in GEIS, a critical role is played by the structure of the edit rules. The localisation algorithm is particular useful if the edits are rich and well connected. In this case a sort of strict grid drives the error localisation algorithm for finding items in error. Another important element to stress is that all the edit rules used in GEIS highlight fatal errors. In the application we developed a procedure based on the Hidiroglou and Berthelot algorithm for identifying acceptance bounds for ratio and univariate edits. We also developed an algorithm for calibrating the required parameters when historical data are available but units are different from those of the current survey. This was done in order to obtain a generalised procedure (calibrated on the historical data set) that can be applied to the current data set. In this procedure, we make the hypothesis that, in the historical and current data, the distribution of the variable and the error mechanism making outliers the true observations are similar. Details will be given in the following section.

3.
Methods and algorithms

In this section, we describe methods and algorithms used for performing all the data analyses so far introduced. Only general descriptions are provided: for more details the reader is asked to refer to specialised references or to software manuals.

3.1.
Edit specification

In GEIS edits can be expressed in PASS or FAIL form (in the first case, data are correct if they verify all PASS edits; in the second formulation, data are in error if they verify at least one FAIL edit). Edits are represented by linear expressions having the following form:
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where xj are the n surveyed variable values for each unit i, m is the number of edits, and aij, bi (j=1,...,n ; i=1,..,m) are user-specified parameters. The specified set of edits define the acceptance region in Rm, convex and containing its boundaries. 

Once defined, edits are automatically transformed in the canonical form: all rules are expressed in PASS form, and variables are moved all at left of the logical operator (= or  ) for each edit. In addition to these edits, GEIS automatically introduces the positivity edits for each variable involved in at least one edit.

Edit transformation

If non-linear edits are to be used in GEIS, they have to be preliminary transformed in linear form. 

For example:

· existence rules having the general form  “if x > 0 then y>0” can be re-written in GEIS in the following way: y>0.0001*x;
· the linear form of a general ratio Lower < x1/x2 < Upper is obviously: x1 > Lower* x2 and x1 < Upper* x2;

· edit x1* x2 = x3 can be re-written as follows: y1 + y2 = y3  where y1=log x1 ,  y12=log x2 and  y3=log x3.
The algorithm used for identifying acceptance bounds for ratio edits (when they are unknown or need improvement) is described in paragraph 3.5.).

3.2.
Analysis of edits

The analysis of edits aims at verifying that the resulting acceptance region is convex and contains its boundaries. This check is performed by performing the two following analyses:

Check of edits

In this module an analysis is performed in order to identify the following critical situations. This check consists in verifying that:

· the edits are consistent, i.e. the acceptance region is not empty due to the presence of contradictory rules;

· non redundant edits (i.e. edits that do not contribute to the definition of the acceptance region) have been defined;

· non hidden equalities (i.e. equalities implicitly defined by the set of edits) have been defined;

· variables are implicitly determined, i.e. the set of edits implies that variables can assume one value.

Generating extreme points
Extreme points are the vertexes of the acceptance region determined by the edit set. Geometrically, they correspond to the intersections among the n edits in the n-dimensional space. They are determined by applying the Chernikova algorithm (Chernikova, 1965) as described in Schiopu-Kratina and Kovar (1989). 

Generating implied edits

Implicit edits represent relations among variables not explicitly defined in the edit set. In the case of GEIS, implied edits are always redundant and are not added to the minimal set of edits in order to form the so-called complete set of edits as stated by the Fellegi-Holt method. In GEIS implied edits are used to better exploit the meaning of the original set of explicit edits at a conceptual level.

From a mathematical point of view, an implicit edit is the result of a linear combination of k edits in which at least (k-1) variables have been eliminated. As for extreme points, implicit edits are generated by using a particular implementation of the Chernikova algorithm (Chernikova, 1965; Schiopu-Kratina and Kovar, 1989).

3.3.
Outlier detection 

The method used in this software module is due to Hidiroglou and Berthelot. (Hidiroglou et al. 1986). The algorithm implemented in the module is described in Cotton, 1991.

3.4.
Error localisation 

The error localisation method implemented in this software module is due to Fellegi and Holt (Fellegi et al. 1976).

As regarding the implemented algorithms, in GEIS the error localisation problem is formulated as a linear programming problem with a minimum cardinality
 constraint on the solution, following the Sande methodology (Sande, 1978; Sande, 1979), and is solved by using the Chernikova algorithm (Chernikova, 1965) as modified by Rubin (Rubin, 1975).

3.5.
Determining acceptance bounds for soft edits

Determining acceptance bounds for current ratios
Given two related variables Xj and Xk observed at time t we want to determine the acceptance bounds of the distribution of the ratio R= Xj/Xk . We follow the following steps.

Data are transformed: 

1.
the first transformation symmetrises the distribution of ri: 

ei=1-(rmedian/ri)
if ri < rmedian (and in this case results si < 0);

ei=(ri/rmedian)-1
if ri ( rmedian (and in this case results si > 0).

Acceptance bounds are given by 
L = emedian – C ( dQ1

U = emedian + C ( dQ3
were

-
dQ1 = MAX ( emedian - eQ1 , A*emedian (
-
dQ3 = MAX ( eQ3 - emedian , A*emedian (
- 
eQ1, emedian, eQ3 are respectively the first quartile, the median and the third quartile of the ei distribution

- 
A*emedian is a ‘protection’ against the possibility of finding too many outliers when ei are concentrated around the median;

- 
C is a parameter used for calibrating the acceptance region width.

In order to define the bounds in terms of the original values, we make the following transformations:


einf =  1-(rmedian/rinf) ( rinf = rmedian/(1-einf);


esup = 1-(rmedian/rsup) ( rsup = rmedian((1+esup).
The final acceptance region is (rinf , rsup).

A central role in determining the acceptance limits for the current ratios, is played by the "C parameter". Roughly, it is a calibration parameter measuring the size of the acceptance region. We tried to develop a procedure to "estimate" C from data. 

Algorithm applied to test (historical) data

For a given ratio R:

1. initialise the parameters A (A=0.05 as generally suggested), C (C=C0 such that we are near the tail of the distribution), and a further parameter S expressing the C increment at each iteration;

2. do k = 1 to K (initially defined in an empirically way and further updated on the basis of the algorithm results)

· detect outliers accordingly to the HB bound corresponding to Ck = Ck-1 + S;

· analyse the 2x2 contingency table Tk crossing actual vs predicted error flags (in an analogous way as described in section 2.1);

end do k

3. find the T* optimum among the (Tk(k=1,..,K as the table having the optimal trade-off between the probability of classifying true data as errors (that has to be minimised) and the frequency of correctly detected errors (that should be maximised);

4. by repeating step 2 several times with different values for S, determine the largest S* such that the same T* is obtained a sufficiently number of times, in order to estimate the more appropriate gap between the last acceptable value and the first unacceptable outlier. The number of times is judged sufficient on the basis of the graphical analysis of the specific ratio distribution.

Algorithm applied to current (evaluation) data

For the same ratio R:

do k = 1 to K

· detect outliers through revised HB method with Ck = Ck-1 + S*

· stop when the number of detected outliers is repeated a sufficient number of times

end do k

This was done in order to obtain a generalised procedure - calibrated on the historical (development) data set - that can be applied to the current (evaluation) data set. We make the hypothesis that the distribution of the variable and the mechanism of the error making outliers the true observations are similar both in the historical and current data sets. 

Determining acceptance bounds for univariate edits
Given the marginal distribution of a variable X, observed at time t, we want to determine the acceptance bounds of its distribution. To this aim, we followed the same procedure used for ratio edits by using the xi values instead of the ri ones. 
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� A revised version of the HB method when historical data are not available is implemented in GEIS.


� The cardinality of the solution is the number of items involved in the solution itself.
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