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1. Introduction

In the report the characteristics and the structure of the application of the error localisation methods available in the GEIS
 software to the U.K. Annual Business Inquiry (ABI) data are illustrated.

The GEIS error localization method used in the experiments is the Fellegi and Holt algorithm for continuous numeric variables. Other algorithms have been used in the error localisation strategy particularly in the revision of the original set of ONS edit.

Applications and experimental results refer to two 1998 ABI evaluation data containing both errors and missing data.

Experiments are performed in UNIX, SAS and ORACLE environments.

2. The GEIS editing method

2.1 The Fellegi and Holt algorithm implemented in GEIS

The Fellegi and Holt algorithm (Fellegi et al., 1976) available in the software GEIS (Kovar et al. 1988) can be used for identifying errors among numerical continuous non-negative data. Probabilistic editing algorithms like the FH method are specifically designed for identifying stochastic non influential errors in statistical survey data when coherence constraints among the observed variables are to be met at micro level. For a given unit failing at least one edit, the FH algorithm (FH in the following) identifies the minimum number of items to be changed in order to make the unit pass all the applied edits. A more detailed description of the method can be found in the report D4.1.1. GEIS application on ABI data – description of the applied editing methods.

The application of the FH algorithm in GEIS implies the definition of two main elements: edits, edit groups and data groups.

2.1.1. Edits

A commonly used classification of edits makes a distinction between hard edits, pointing out fatal errors (e.g. certainly erroneous relations among data), and soft (or query) edits, identifying suspicious but not necessarily unacceptable data relations.

When in probabilistic algorithms soft edits are used as if they were hard ones (e.g. ratio edits for checking business data), they can produce the misclassification as fatal errors of some amounts of correct data (e.g. representative outliers). In fact, in these algorithms errors due to the failure of any kind of edit are always considered as fatal errors, regardless of the nature of the failed edit. Furthermore, users generally apply to data more edits than necessary (e.g. either useless edits in terms of their capability of point out ‘true’ errors or edits that do not highlight unacceptable situations). This problem could affect the effectiveness of the overall editing process, e.g. by determining the so-called over-editing problem, by increasing the costs and time of data processing, and so on. 

From the above discussion it is evident that also in the editing phase, and particularly in the automatic data editing step, errors can be introduced among data because of an inaccurate design of edits. A very crucial problem in this context is then the rationalization and improvement of the edit rules used in the automatic error localization process, by eliminating unnecessary edits, by focusing on edits that do not identify errors influencing estimates, by improving the query edits bounds, by monitoring the edits impact on data. This way, it is possible: 1) to reduce the risk of correct values misclassification thus introducing new errors among data, and 2) to prevent the over-editing problem. 

In order to meet these requirements, starting from an initial set of edits, the error localisation strategy can be developed through the following steps:

1. revising edits and edits bounds in order to eliminate ineffective edits or improve them; 

2. define possibly new soft edits 
3. defining optimised parameters for the GEIS error localisation algorithm.
The first point is performed in order to improve the reliability of possibly ineffective initial edits. With respect to point 2, we know that the FH error localisation algorithm works better when variables are involved in a well connected set of hard rules. For these reasons the statistical relations between the variables can be investigated in order to define new criteria to be used for improving the overall quality of results. 

2.1.1.1. Determining bounds for soft edits

The methods used for determining the acceptance bounds for soft edits (ratios and univariate
 ones) are described in section 3.5. of the report D4.1.1. GEIS application on ABI data – description of the applied editing methods.

2.1.1.2. Identifying possibly new soft edits

In order to identify the variables determining the possibly new soft edits the marginal and bivariate distributions of the survey variables are to be analysed.

Ratio edits
The definition of ratio edits has been performed in three steps.

I. In the first step, a subset of candidate variables has been selected. Variables are selected taking into account their relevance in the survey context and the statistical relationships existing among them in each data group. 

II. In the second step, candidate ratios have been selected on the basis of a statistical analyisis of their characteristics.

III. In the third step, the acceptance bounds for each ratio are derived.
Univariate edits

Univariate edits are used for helping the system in detecting some critical types of errors, like errors in the unit measure (e.g. values multiplied by 1,000) when these errors cannot be identified through other types of edits (e.g. ratios and balance edits).

2.1.2. Edit groups and data groups 

Edit groups are sub-sets of originally defined edits that are separately applied to data. Edit groups are defined for different reasons:

· for reducing the complexity of the application;

· for performing different treatments on different and homogeneous kinds of units (data groups), due to different quality requirements needed on different subsets of data..

See also the report D4.1.1 GEIS application on ABI data – description of the applied editing methods.

2.1.3. Data processing flow

In this section all the operational steps to be performed for applying GEIS to ABI data are described. It has to be remembered that data processing has been performed in two different environments:

· in Unix, where the software GEIS and the ORACLE data base are available, for the error localisation phase;

· in Windows, by using the SAS package, for all the external pre- and post-processing activities.

Step 1
Read the data set in SAS format.

Step 2
Data pre-processing:

· Eliminating possible unacceptable values from variables to be processed (e.g. negative values).

· Defining the categories of the classification variables to be used for defining the edit groups.

Step 3 
Statistical data analysis:

· graphical analysis of marginal and bivariate distributions;

· determining the acceptance bounds for the new soft edits through ad hoc SAS programs.

Step 4 
Loading data into ORACLE tables by using ad-hoc SAS procedures.

Step 5
Building the GEIS application:

· definition of both the application (Questionnaire) and the ORACLE table containing data;

· definition of data groups;

· definition of the editing strategy:

· definition of edits in linear form;

· definition of edit groups corresponding to the already defined data groups;

· check of edits;

· transforming edits in canonical form.

· Performing the error localisation:

· definition of weights;

· definition of the allowed maximum cardinality
 for the minimum change solutions;

· definition of the maximum processing time per record.

Step 6
Preparing and running UNIX programs for performing the error localisation task in batch mode
.

Step 7
Downloading the error flags from the appropriate ORACLE table by ad-hoc SAS programs and creating the corresponding SAS data set.

Step 8
Post processing of data:

· flagging non imputed records (i.e. units without solution) for the final evaluation.

2.2. Evaluation

2.2.1. The U.K. Annual Business Inquiry

The data used for the experiments represent a subset of units and variables collected in the ABI. ONS provided data for two Economical Sectors (Sector 1 and Sector 2): both the development and the evaluation experiments have been performed only on Sector 1 data. Three data sets were used in the applications:

1. Sector 1: 1997 development data:

·  the Sec197(y3) data set, containing data with both artificial errors and missing values; 

· the Sec197(true) data set, containing true data.

2. Sector1 : 1998 evaluation data:

· the Sec198(y3) data set containing data with both artificial errors and missing values.

Sec197 (y3 and true) have been used in the development phase, in order to define the structure of the editing strategy and the editing methods parameters to be applied to the 1998 evaluation data.

In all data sets, each business is identified by the ref field and is characterised by a particular anonymised industrial classification (class) and a registered class of employees (empreg). For each business the corresponding sampling weight (weight) and the registered turnover (turnreg) are available. Each record corresponds either to a long (formtype =1) or to a short (formtype=2) form.

 2.2.1.1 Development data

Sec197 (y3 and true) data sets contain 30 variables and consist of 6,099 records. Out of them, 1,481 records correspond to long forms, while the remaining 4,618 correspond to short forms. Note that out of the 30 overall items, short forms contain information on a subset of 18 variables. A more detailed description of variables can be found in Appendix 1.

2.2.1.2 Evaluation data

Sec198 (y2, y3) data sets contain 33 variables and consist of 6,233 records. Out of them, 2,263 records correspond to long forms, while the remaining 3,970 correspond to short forms.

Note that out of the 33 overall variables, short forms contain information on a subset of 17 variables. A more detailed description of variables can be found in Appendix 1.

It is worthwhile noting that evaluation data contain more variables and units than the development ones.

2.2.2. Editing

As already mentioned, the GEIS error localization algorithm requires the preliminary definition of data groups, edit groups, and algorithm parameters. The definition of these elements has been performed by using the 1997 development data through the comparative analysis of the results produced by several applications in which different combinations of edits and parameters were used. In order to build the final editing strategy, we had to take into account that 1997 data differ from the corresponding evaluation ones because of a number of aspects:

· different variables are reported;

· different edit rules are defined.

In order to meet these differences, the editing strategy for Sec198y3 data has been designed by essentially reproducing the data and parameters definition process followed for development data: similar criteria have been used for defining data groups, edits and edit groups, exploiting the experience built up during the development phase, under the assumption of similar error mechanisms in the two data sets. 

Variables to be edited

As already mentioned, a different number of variables is collected depending on the survey form. Out of the 33 collected variables in long forms, 26 ones need to be edited. Out of the 17 items reported in short forms, 11 need to be imputed. In both forms, only the items Ref, Class, Weight, Classemp and Turnreg were not subject to any type of contamination.

Data groups

Because of the ABI data characteristics, different edit groups had to be defined in order to check the different sub-sets of observations. In particular, the following items had to be used in the definition of data groups:

· the formtype variable: this variable has to be used because long and short forms contain different information, hencethey are characterised by different constraints. 

· The turnreg variable: from the list of edits provided by ONS (original edits in the following, see Appendix 2) it results to be necessary to perform different analyses whether the turnreg is less or greater than 1,000. 

· The empreg variable, indicating the class of employees as resulting from the business register. It has been used as classification variable in the error localisation strategy in order to use in a more efficient way univariate edits defined on employment variables.

Therefore, for each kind of form, the error localisation application has been split in 4 different steps performed with respect to the following 4 data groups:

1. Data group Large-Emp1

2. Data group Large-Emp2

3. Data group Small-Emp1

4. Data group Small-Emp2

where:

· Large firms are businesses having Turnreg ( 1,000

· Small firms are businesses having Turnreg < 1,000

· Emp1 are businesses with less than 50 employees (empreg=1,2,3)

· Emp2 are businesses with more than 50 employees (empreg=4,5,6)

Note that while the definition of bounds for ratio edits has been performed among businesses similar only in terms of Turnreg (Large or Small units), the definition of bounds for univariate edits has been performed among businesses similar in terms of both class of Turnreg and class of empreg.

Edits

ONS provided 25 (hard and soft) edits for ABI data. These edits are reported in Appendix 2 for both development and evaluation data. From this initial set, different subsets of edits have been applied for the different data groups. It has to be noted that the ABI edits do not form a well connected ‘grid’ of constraints among variables. Each variable is involved in one or at maximum two edits, and some of the most important survey variables (e.g. empwag, emptotc, employ) are involved only in few soft edits. 

The final set of edits has been defined on the basis of the experiments performed on development data, in which different combinations of hard and soft edits were used. 

In order to build the final editing strategy, the development and the evaluation data sets have been used as described in the following general scheme:

1
by using the development data, performing the following steps:

a) Analysis of the original set of query edits in order to identify ineffective rules;

b) graphical exploration of item relations in order to verify the usefulness of original ineffective query edits and possibly identify new soft edits;

c) by using statistical methods, determining bounds for both new and original ineffective query edits;

d) through experimental applications, identifying the optimal set of edits;

2)
on the actual raw data, perform the following steps:

e) (only if different items are surveyed in actual data with respect to the test ones) graphical exploring item relations in order to possibly identify new soft edits;

f) by using statistical methods, determining bounds for both new and original ineffective query edits, taking into account the results obtained in step c).

As relating to point b), soft edits have been obtained in the following way:

1. Ratio edits:

i. In the first step, the following sub-set of candidate variables has been selected: turnover, empwag (only for long forms), emptotc, employ, purtot, taxtot. The turnreg variable was chosen as ‘known’ auxiliary information. These variables have been selected because of their critical role in the survey context and the statistical relationships existing among them in all the analysed data groups (both Large and Small businesses). About relations, they have been studied by using the graphical data representations and analyses available in SAS Insight; in the Appendix 4 some examples of exploratory data analysis performed on data relations by using SAS Insight tools are shown.

ii. In the second step, the candidate ratios between the variables selected in step i have been selected.

iii. In the third step, the acceptance bounds for each ratio have been derived following the procedure described in section 2.1.1.1. 
2. Univariate edits

About univariate edits, upper bounds have been found only for employment variables (emptotc, employ and empwag, the latter reported only in long forms) in order to help the system in detecting errors in the unit measure affecting these variables. For example, there are a number of situations in which errors in the unit measure affect all the employment costs involved in the employment balance edit for a given record: note that these data will pass the employment balance edit, but will probably fail at least one ratio edit linking variables emptotc, empwag and employ. In these situations, if one of the failed ratios involves the variable employ, the error localisation algorithm will select every time this field for imputation because of the minimum change criterion, thus increasing the probability of erroneous data classification for this variable.

Step d) is possible because of the knowledge of the true data and errors corresponding to the development data. In this situation it is in fact possible to measure the effects on data of the edit rules (Chambers, 2000), and to analyse the changes in these effects due to changes of the editing strategy. In particular, the selection of the optimal set of edits has been performed by analysing the  and  misclassification probabilities (Chambers, 2000) obtained through each application. More specifically, for each form type the selection process performed on development data consisted of the following main steps:

1) out of the original set of edits, selection of all the hard edits;

2) on the basis of the percentages of true data failing the original edits, computation of new acceptance bounds for a subset of original soft edits (ratios);
3) use of all the other original soft edits as they are provided by ONS;

4) computation of the acceptance bounds for the new soft edits (ratios and univariate ones);
5) selection of the ‘best’ set of rules to be used in the final application by analysing the  and  indicators produced by using different sub-sets of the previously defined edits.

The edit groups defined for development data following this procedure are reported in the Appendix 5.

On 1998 evaluation data, missing other information, for each data group the applied subset of edits has been defined by reproducing as much as possible the final structure of rules applied to development data. For ratios and univariate edits already defined in the development phase, only the acceptance bounds were re-defined by using the algorithms described in section 2.1.1.1. Acceptance bounds for new ratios were obtained by combining this algorithm with the graphical inspection of the distributions. In particular, starting from the original set of edits and following the final strategy for development data, the following process has been performed:

1) selection of all the original hard edits;

2) computation of new acceptance limits for the original ratios:

i. Ratio 1: turnover/turnreg

ii. Ratio 2: emptotc/employ

iii. ratio 3: empni/empwag (only for long forms).
The limits are validated by an interactive analysis performed by SAS INSIGHT of the ratio distributions, also taking into account the corresponding upper bounds found for the development data;

3) (only for long forms) use of the following new ratios (already defined for development data):

i. empwag/employ;

ii. purtot/turnover;

4) as for 1997, identification limits (univariate soft edits) for the same employment variables empwag (only for long forms), emptotc and Employ (only for short forms) within data groups defined on the basis of the empreg classification variable;

5) use of all the other original 1998 soft edits as they are provided by ONS.

Variable weights

In the final editing strategy, different weights were assigned to variables in order to influence their probability of being included in the minimal solution. Different experiments were carried on by using development data, by assigning different weights to variables Turnover, Turnreg and employ. On the basis of the results, the following final set of weights has been selected:

· Weight(Turnover)=2;
· Weight(Turnreg)=50
;

· Weight(All  other variables)=1.
Cardinality of solutions

It is known that in the FH algorithm available in GEIS the user can define the maximum allowed cardinality for the error localisation solutions, in order to facilitate the search for suitable solutions. Different values have been defined for each data group/edit group, particularly in the reprocessing step when the algorithm deals with records without solutions in the previous error localization steps because of user-defined time limit
. 

2.2.3. Results

We have already mentioned that the overall editing strategy for the ABI data have been developed by exploiting the knowledge acquired during the development phase. In this section we will describe in a synthetic way the results obtained by applying the final editing approach on both development and evaluation data.

2.2.3.1. Development data: Sec197y3

In this section the results of two applications on development data are reported: in the first application, the original edits provided by ONS are used, while in the second one the corresponding set of rules revised following the procedure described in section 2.2.2 are applied. The aim is to show if an how much the performance of the error localisation strategy improve when using the revised set of rules instead of the original one. Results relates to the misclassification probabilities  and  (Chambers, 2000).

In tables 1 and 2 of the Appendix 3 the  and  probabilities for the subset of variables turnover, empwag, emptotc, employ, purtot are reported for both the applications. Note that also missing values have been included in the computation of these indicators. 

As it can be seen, in the most part of cases the misclassification rates obtained by using the revised set of edits are lower than the corresponding ones obtained with the original set of edits.

  and  for the same variables have been computed also by excluding the missing data. They are reported in table 1, together with the numerators and denominators used for their  and  computation.

Table 1: Sec197y3 -    and related information by variable

Variable
nc
nc+nd

na
na+nb


n

Turnover 
49
241
0.20332
5,716
5,816
0.017194
0.0246
6,057

Empwag
42
89
0.47191
5,992
6,000
0.001333
0.008211
6,089

Emptotc
122
332
0.36747
5,722
5,726
0.000698
0.020799
6,058

Employ
44
49
0.89796
5,967
6,015
0.00798
0.015172
6,064

Purtot
487
629
0.77424
5,384
5,442
0.010658
0.089771
6,071

Taxtot
327
482
0.67842
5,279
5,572
0.052584
0.10241
6,054

nc = number of not identified true errors
nc+nd = total number of true errors
n= total number of non missing values
2.2.3.2. Evaluation data: Sec198y3

The results of the application on Sec198y3 data are reported separately for each data group. Overall results in terms of quality indicators are also reported.

2.2.3.2.1. Long forms

Out of the 6,233 observations, 2,263 correspond to long forms. The number of observations in each data group is reported in table 2.

Table 2 – Sec198y3 – Long forms - Number of cases for each data group 

Class of turnreg
Grouped class of empreg
Total


Emp1
Emp2


Large
248
585
833

Small
1,422
8
1,430

Total
1,670
593
2,263

As already mentioned, 1998 long forms differ from the 1997 ones in both the surveyed variables and edit rules. Concerning variables, the differences between the 1997 and 1998 data can be found in Appendix 1. Concerning edits, the differences among the original 1997 and 1998 coherence rules are listed in table 3 (see also appendices 5 and 6). In the table only different edits are listed.

Table 3 – Differences between ABI development and evaluation data

Edit
Sec197y3 
Sec198y3
Fatal Error

New
-
empni >=0.03*empwag

empni <= 0.1*empwag
N

Redefined
empwag+empnioth=emptotc
empwag+empni+empens+empred=emptotc
Y

Redefined
purenoth+puresale+purhire+purins+purtrans+purtele+purcomp+puradv+purothse = purtot
puren+purcoth+pursale+purhire+ purins+purtrans+purtele+purcomp+puradv+purothse = purtot
Y

New
-
Puren <=0.4 Purtot
N

New
-
Purcoth <= 0.3*Purtot
N

In the following of the section the results of the applications are illustrated by data group.

Data groups Large-Emp1 - Large-Emp2

The error localisation step for these two data groups has been performed with respect to edit groups reported in table 1 of Appendix 6.

In terms of records classification the application of these rules produced the results reported in the table 4.

Table 4 – Sec198y3 – Long forms – Failure rates by type of failure and data group

Data group
Records passing all edits
Records failing at least one edit
Total

Large-Emp1
183 (73.8%)
65 (26.2%)
248

Large-Emp2
433 (74.0%)
152 (26.0%)
585

The failure rates for each edit in each data group are listed in the table 5
. As it can be seen, in both groups, data fail a low number of rules, thus showing an overall good quality of data in terms of plausibility. The highest failure rates correspond to edits involving the variables turnover, (rule # 2), emptotc, Empwag, Employ (rules # 3,5,17,19) and Purtot (rule # 6).

Table 5: Sec198y3 - Long forms - Record status per edit and group

Rule 
Edit rule
Large – Emp1
Large - Emp2



Records Passed
Records Missed
Records Failed
Records Passed
Records Missed
Records Failed

1
Turnover > 0.04 * Turnreg
247
0
1
585
0
0

2
Turnover <= 37.4 * Turnreg
245
0
3
585
0
20

3
Emptotc  <= 192.5 * Employ
241
2
5
563
1
21

4
Emptotc  > 0.0001 * Employ
246
2
0
584
1
0

5
Empens+Empni+Empred+Empwag=Emptotc
236
7
5
562
7
16

6
Purcomp+Puradv+Purcoth+Puren+ Puresale+Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
226
12
10
520
28
37

7
Taxrates+Taxothe=Taxtot
242
4
2
569
7
9

8
Purtot > 0.0001 * (Turnover–10)
248
0
0
584
1
0

9
Purothse > 0.0001 * (Turnover–10)
238
2
8
571
6
8

10
Taxtot > 0.0001 * (Turnover–30)
244
1
3
580
2
3

11
Taxtot < 0.25*Turnover
242
1
5
578
2
5

12
Stockbeg <= Turnover
243
1
4
576
5
4

13
Stockend <= Turnover
242
2
4
576
5
4

14
Assacq <= Turnover
246
1
1
576
7
2

15
Assdisp <= Turnover
246
0
2
581
3
1

16
Empni <= 0.39*Empwag
244
3
1
581
2
2

17
Empwag  <= 138.2 * Employ
241
2
5
561
2
22

18
Purtot <= 1.4 * Turnover
245
0
3
580
1
4

19
Empwag <= U1_upper 

241
2
5
567
2
16

20
Emptotc <= U2_upper

241
2
5
569
1
15

Applying the automatic error localisation algorithm we obtain the summary statistics reported in table 6.

Table 6: Sec198y3 - Long forms – Summary editing statistics by data group

Statistics
Large-Emp1
Large-Emp2

N of processed records 
248
585

N of records requiring imputation
65 
152

N of records with missing value
25 
54

N of records with no solution
Time limit
0
3


Manual
0
11


Total
0
13

N of records with solution
Multiple
26
59


Unique
39
80


Total
65
139

In the data group Large-Emp1, 65 observations (26.2%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 25 units (38.5%) fail some edits because of the presence of missing values. An acceptable solution is found for all the units requiring imputation. Out of these solutions, 39 are unique (60%), while the remaining ones are multiple.

In the data group Large-Emp2 the 9% of records fails some edits because of the presence of missing values. 152 observations  (26%) fail at least one edit and therefore require the localisation of erroneous items. In the Large-Emp2 data group, 13 records (2.2%) remain without any solution. For these units the GEIS error localisation algorithm is unsuccessful: in these cases, other methods are to be used for identifying erroneous items. Out of the 139 units for which a solution is found (26.8%), 80 unique solutions (57.5%) are identified; for the remaining units multiple solutions are identified.

It has to be noted that the last error localisation solution in the data group Large-Emp1 has been found with a maximum allowed cardinality equal to 11, while in the data group Large-Emp2 some solutions have been found at the end of the error localisation step with a maximum allowed cardinality equal to 15. Taking into account the variable weights, this fact implies that in these cases the optimal solutions involve a high number of items as erroneous

Once again, at the end of the error localisation phase, the ORACLE table reporting the current status of each field is updated with error flags FTI, TLE or MIR.

Data groups Small-Emp1 - Small-Emp2

The error localisation step for these two data groups has been performed with respect to edit groups reported in table 2 of Appendix 6.

In terms of records classification the application of these rules produced the results reported in the table 7.

Table 7 – Sec198y3 – Long forms – Failure rates by type of failure and data group

Data group
Records passing all edits
Records failing at least one edit
Total

Small-Emp1
731 (51.4%)
691 (48.6%)
1,422

Small-Emp2
5 (62.5%)
3 (37.5%)
8

The failure rates for each edit in each data group are listed in the table 8
. As it can be seen, in Large-Emp1 the highest failure rates correspond to edits involving the variables emptotc, Employ (rules # 3,4,17), Purtot (hard edit # 6) and  turnover (soft edits #9 and 10).

Table 8: Sec198y3 - Long forms - Record status per edit and group

Rule
Edit rule
Small – Emp1
Small- Emp2



Records Passed
Records Missed
Records Failed
Records Passed
Records Missed
Records Failed

1
Turnover > 0.03 * Turnreg
1,408
5
9
8
0
0

2
Turnover <= 90.2 * Turnreg
1,375
5
42
8
0
0

3
Emptotc  <= 191.8 * Employ
1,358
14
50
8
0
0

4
Emptotc  > 0.0001 * Employ
1,170
14
238
8
0
0

5
Empens+Empni+Empred+Empwag=Emptotc
1,360
26
36
8
0
0

6
Purcomp+Puradv+Purcoth+Puren+ Puresale+Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
1,306
54
62
6
1
1

7
Taxrates+Taxothe=Taxtot
1,389
17
16
8
0
0

8
Purtot > 0.0001 * (Turnover – 10)
1,414
7
1
8
0
0

9
Purothse > 0.0001 * (Turnover–10)
1,266
12
144
6
1
1

10
Taxtot > 0.0001 * (Turnover – 30)
1,297
8
117
7
0
1

11
Taxtot < 0.25*Turnover
1,387
8
27
8
0
0

12
Stockbeg <= Turnover
1,386
13
23
8
0
0

13
Stockend <= Turnover
1,381
17
24
8
0
0

14
Assacq <= Turnover
1,397
14
11
8
0
0

15
Assdisp <= Turnover
1,403
9
10
8
0
0

16
Empni <= 1.2 * Empwag
1,402
11
9
8
0
0

17
Empwag  <= 76.5 * Employ
1,357
13
52
8
0
0

18
Purtot <= 1.73 * Turnover
1,399
7
16
8
0
0

19
Empwag <= 4,508 
1,382
7
33
-
-
-

20
Emptotc <= 11,534
1,393
8
21
-
-
-

Applying the automatic error localisation algorithm we obtain the summary statistics reported in table 9.

Table 9: Sec198y3 - Long forms – Summary editing statistics by data group

Statistics
Small-Emp1
Small-Emp2

N of processed records 
1,422
8

N of records requiring imputation
691
3

N of records with missing value
129
1

N of records with no solution
Time limit
7
0


Manual
2
0


Total
9
0

N of records with solution
Multiple
359
1


Unique
323
2


Total
682
3

In the data group Small-Emp1, 691 observations (48.6%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 129 units (18.7%) fail some edits because of the presence of missing values. Out of the 691 units requiring imputation, an acceptable solution is found for 682 observations (98.7%). Out of them, 323 solutions are unique (47.4%), while the remaining ones are multiple. 9 observations remain without solution (0.6%). For these units the GEIS error localisation algorithm is unsatisfactory: in these cases, other methods are to be used for identifying erroneous items. It has to be noted that the last error localisation solution in this data group has been found with a maximum allowed cardinality equal to 14. Taking into account the variable weights, this fact implies that in these cases the optimal solutions involve a high number of items as erroneous. 

Out of the 3 observation requiring imputation in the data group Small-Emp2 (37.5%), 1 involves missing values. An acceptable solution is found for all the erroneous units. Out of these solutions, 2 are unique (66.7%) and the third one is multiple.

Once again, at the end of the error localisation phase, the ORACLE table reporting the current status of each field is updated with error flags FTI, TLE or MIR.

Overall evaluation of results for long forms

The evaluation has been performed in terms of percentages of values classified either as erroneous or acceptable with respect to the corresponding percentages obtained for the development data. In table 10 these percentages are shown for a subset of ABI variables. Similar information has been computed for all the other variables.

Table 10: Frequency of erroneous values per variables 

FIELD NAME
1998 ERRONEOUS VALUES (1)
1997 ERRONEOUS VALUES (2)

ASSACQ
1.65
1.69

ASSDISP     
0.76
1.22

EMPTOTC     
3.44
3.79

EMPLOY
13.25
2.57

EMPWAG
3.39
4.40

EMPNI
2.37
-

PURESALE
6.87
6.03

PURTOT
6.07
6.16

STOCKBEG    
3.21
4.40

STOCKEND
3.61
4.67

TAXTOT
7.63
8.26

TURNOVER    
5.62
7.18

As it can be seen, the percentages of items classified as erroneous are similar for all variables in the two years, except for the Employ variable. The highest percentage of erroneous values of Employ identified in the evaluation data set is presumably due to a higher error frequency for this variable in the data. This is inferred by analysing the failure rates of the edits involving Employ in the two years, see table 11.

Table 11: Data groups Small-Emp1 - Small-Emp2– Record status per edit and year

Edit rule
1998

Small – Emp1
1997 

Small– Emp1


Records Passed
Records Missed
Records Failed
Records Passed
Records Missed
Records Failed

Emptotc  <= Upper  * Employ
1,358 (95.5%)
14 (1.0%)
50 (3.5%)
892 (96.4%)
3 (0.3%)
31 (3.3%) 

Emptotc  > 0.0001 * Employ
1,170 (82.3%)
14 (1.0%)
238 (16.7%)
921 (99.5%)
3 (0.3%)
2 (0.2%)

Empwag  <= Upper * Employ
1,357 (95.4%)
13 (0.9%)
52 (3.7%)
884 (95.5%)
10 (1.1%)
32 (3.4%)

Being impossible to verify the capability of the error localisation algorithm of correctly identifying errors, this is the only information we can use for assessing the overall performance of the editing process, under the hypothesis that the simulated percentages of errors is similar for two years for the used error models.

2.2.3.2.2. Short forms 

Out of the 6,233 observations, 3,970 correspond to short forms. The number of observations in each data group is reported in table 12.

Table 12 – Sec198y3 – Short forms - Number of cases for each data group 

Class of turnreg
Grouped class of empreg
Total


Emp1
Emp2


Large
470
210
680

Small
3,275
15
3,290

Total
3,745
225
3,970

In the case of short forms, neither the surveyed variables nor the original set of edits differ from development and evaluation data. For this reason, the structure of the final application on 1998 data is identical to the 1997 one: only the acceptance bounds of the new soft edits (both ratios and univariate edits) have been updated.

As for development data, also for 1998 data different sets of edits characterize the different data groups. In this case, under the hypothesis that the relations among variables are maintained from one survey repetition to the next one, the final edit groups are the same obtained for development data. 

In the final strategy only upper bounds for emptotc and employ have been used. In this case, upper limits have been validated by the graphical inspection of marginal distributions of variables within data groups defined on the basis of the empreg classification variable taking into account the values of the corresponding upper limits found in the development phase.

In the following sections the results of the four applications are illustrated separately for data groups.

Data groups Large-Emp1 - Large-Emp2

The error localisation step for these two data groups has been performed with respect to edit groups reported in table 3 of the Appendix 6.

In terms of records classification the application of these rules produced the results reported in the table 13.

Table 13 – Sec198y3 – Short forms – Failure rates by type of failure and data group

Data group
Records passing all edits
Records failing at least one edit
Total

Large-Emp1
354 (75.3%)
116 (24.7%)
470

Large-Emp2
160 (76.2%)
50 (23.8%)
210

The failure rates for each edit in each data group are listed in the table 14
. The highest failure rates correspond to edits involving the variables turnover, emptotc and the unique hard edit on purchases.

Table 14: Sec198y3 – Short forms - Record status per edit and group

Rule 
Edit rule
Large – Emp1
Large - Emp2



Records Passed
Records Missed
Records Failed
Records Passed
Records Missed
Records Failed

1
Turnover >= 0.103 * Turnreg
458
8
4
208
2
0

2
Turnover <= 12.13 * Turnreg
448
8
14
200
2
0

3
Emptotc  <= 223.5 * Employ
443
10
17
199
5
6

4
Purtot > 0.0001 * (Turnover – 10)
459
10
1
208
2
0

5
Taxtot > 0.0001 * (Turnover – 30)
443
13
14
207
2
1

6
Taxtot < 0.25*Turnover
449
13
8
205
2
3

7
Stockbeg <= Turnover
450
15
5
204
5
1

8
Stockend <= Turnover
450
15
5
207
3
0

9
Assacq <= Turnover
452
14
4
206
4
0

10
Assdisp <= Turnover
456
13
1
205
5
0

11
Puresale + Purothal = Purtot
439
17
14
191
9
10

12
Purtot <= 2.549 * Turnover
453
10
7
204
2
4

13
Emptotc <= 2,933 only Large-Emp1
449
4
17
-
-
-

By applying the automatic error localisation algorithm we obtain the summary statistics reported in table 15.

Table 15: Sec198y3 - Short forms – Summary editing statistics by data group

Statistics
Large-Emp1
Large-Emp2

N of processed records 
470
210

N of records requiring imputation
116
50

N of records with missing value
49
25

N of records with no solution
Time limit
0
0


Manual
1
2


Total
1
2

N of records with solution
Multiple
11
9


Unique
104
39


Total
115
48

In the data group Large-Emp1 116 observations (24.7%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 49 units (42.2%) fail some edits because of the presence of missing values. Out of the 116 units requiring imputation, an acceptable solution is found for 115 observations (99%). Out of these solutions, 104 are unique (90.4%), while the remaining 11 are multiple. Only 1 observation remains without solution. For this unit the GEIS error localisation algorithm is unsuccessful: other methods are to be used for identifying the erroneous items. 

In the data group Large-Emp2 50 observations (23.8%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 25 units (50%) fail some edits because of the presence of missing values. Out of the 50 units requiring imputation, an acceptable solution is found for 48 observations (96%). Out of these solutions, 39 are unique (81.3%), while the remaining 9 are multiple. 2 observation remain without solution in this data group.

Once again, at the end of the error localisation phase, the ORACLE table reporting the current status of each field is updated with error flags FTI, TLE or MIR.

Data groups Small-Emp1 – Small-Emp2

The error localisation step for these two data groups has been performed with respect to edit groups reported in table 4 of the Appendix 6.

In terms of records classification the application of these rules produced the results reported in table 16.

Table 16: Sec198y3 – Short forms – Failure rates by type of failure and data group

Data group
Records passing all edits
Records failing at least one edit
Total

Large-Emp1
2,419 (73.86%)
856 (26.14%)
3,275

Large-Emp2
7 (46.70%)
8 (53.30%)
15

The failure rates for each edit in each data group are listed in the table 17. The highest failure rates corresponds to edits involving the variables turnover, emptotc and the unique hard edit on purchases.

Table 17: Sec198y3 – Short forms – Record status per edit and data group

Rule #
Edit rule
Small – Emp1
Small - Emp2



Records Passed
Records Missed
Records Failed
Records Passed
Records Missed
Records Failed

1
Turnover >= 0.015 * Turnreg
3,251
17
7
14
1
0

2
Turnover <= 136* Turnreg
3,158
17
100
12
1
2

3
Emptotc  <=   296* Employ
3,113
54
108
14
0
1

4
Purtot > 0.0001 * (Turnover – 10)
3,219
46
10
14
1
0

5
Taxtot > 0.0001 * (Turnover – 30)
3,015
41
219
13
1
1

6
Taxtot < 0.25*Turnover
3,178
41
56
12
1
2

7
Stockbeg <= Turnover
3,178
60
37
14
1
0

8
Stockend <= Turnover
3,116
65
44
14
1
0

9
Assacq <= Turnover
3,193
60
22
14
1
0

10
Assdisp <= Turnover
3,208
54
13
14
1
0

11
Puresale + Purothal = Purtot
3,052
104
119
13
1
1

12
Purtot <= 10.829 * Turnover
3,201
46
28
14
1
0

13
Emptotc <= 943 only Small-Emp1

3,143
29
103
-
-
-

14
Employ <= 319 only Small-Emp1
3,249
25
1
-
-
-

By applying the automatic error localisation algorithm we obtain the summary statistics reported in table 18.

Table 18 - Sec198y3 - Short forms – Summary editing statistics by data group

Statistics
Small-Emp1
Small-Emp2

N of processed records 
3,275
15

N of records requiring imputation
856
8

N of records with missing value
285
2

N of records with no solution
Time limit
0
0


Manual
0
0


Total
0
0

N of records with solution
Multiple
126
2


Unique
730
6


Total
856
8

In the data group Small-Emp1 856 observations (26.1%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 285 units (33.3%) fail some edits because of the presence of missing values. An acceptable solution is found for all the 856 units requiring imputation. Out of these solutions, 730 are unique (85.3%), while the remaining 126 (14.7%) are multiple. 

In the data group Small-Emp2 8 observations (53.3%) fail at least one edit, and then require the identification and the imputation of errors. Out of them, 2 units (25%) fail some edits because of the presence of missing values. An acceptable solution is found for all the 8 units requiring imputation. Out of these solutions, 6 are unique (75%), while the remaining 2 are multiple. 

Once again, at the end of the error localisation phase, the ORACLE table reporting the current status of each field is updated with error flags FTI, TLE or MIR.

Overall evaluation of results for short forms

In table 19 the percentage of values classified either as erroneous or acceptable are shown for the main variables in the subset of 1998 short form data. Similar information has been computed for all the other variables. In the table, the column 1997 erroneous values indicate the corresponding percentage for the 1997 development data.

Table 19: Frequency of erroneous values per variable 

FIELD NAME
1998 ERRONEOUS VALUES (1)
1997 ERRONEOUS VALUES (2)

ASSACQ
2.07
1.88

ASSDISP     
1.39
1.62

EMPTOTC     
4.36
4.31

EMPLOY
0.98
1.08

PURESALE
3.83
3.16

PUROTHAL    
3.80
3.16

PURTOT
3.58
2.97

STOCKBEG    
3.15
3.53

STOCKEND
3.35
3.73

TAXTOT
9.95
8.04

TURNOVER    
5.29
4.94

As it can be seen, the percentages of items classified as erroneous are similar for all variables in two years. Being impossible to verify the capability of the error localisation algorithm of correctly identifying errors, this is the only information we can use for assessing the overall quality of the editing process, under the hypothesis that the simulated percentages of errors is similar for two years for the used error models. 

2.2.3.2.3. Quality indicators

In table 20 the quality indicators computed on ABI evaluation data are reported.

Table 20 – Sec198y3 - Quality indicators by variable

turnover
empwag
empni
empens
empred
emptotc
puren
purcoth
puresale

alpha
0,62243
0,641509
0,707483
0,875
0,875
0,668919
0,948113
0,978495
0,830935

beta 
0,017123
0,001484
0,000165
0,00049
0,000653
0,00143
0,00383
0,000166
0,014684

delta
0,069355
0,01784
0,016876
0,01511
0,014148
0,065298
0,03603
0,029445
0,125447

RAE  
21,14276
46,4986
-530,734
-67,1239
-1,68086
36,69419
-1766,4
68,27006
24,4773

RRASE
11,04327
27,62902
-329,633
-48,2627
-0,84537
20,9961
-639,623
14,66107
10,07028

RER  
2005507
17491875
3247782
3259741
99141,89
3026855
1052080
1317704
2006418

tj
157,4077
274,0253
365,2957
262,8762
38,38636
294,4199
213,4642
166,0216
163,7835

AREm1
22,50549
46,83288
533,711
67,32406
1,679899
38,18763
1778,063
68,44888
25,7005

AREm2
10480,04
39028,34
76175,96
54159,97
581,0713
43572,02
8768,769
3823,913
6927,116

Table 20 – Sec198y3 - Quality indicators by variable

purhire
Purins
purtrans
purtele
purcomp
puradv
purothse
purothal
purtot

alpha
0,954887
0,968085
0,945736
0,963918
0,977778
0,957831
0,894915
0,884682
0,829718

Beta 
0,000494
0,00083
0,000657
0,001329
0,000658
0,001983
0,023978
0,002329
0,015918

delta
0,020927
0,030088
0,020274
0,031381
0,021886
0,02751
0,065305
0,085524
0,136958

RAE  
-13,3664
-16,1819
26,97175
-11,9532
-24,9578
63,67421
28,74469
21,81099
23,81256

RRASE
-4,0848
-4,75921
12,26179
-4,35969
-11,6877
20,10442
14,92232
1,091287
9,206856

RER  
204859,8
261059,5
745646,6
346335,8
845237,1
923659,6
7813811
93997,63
1686835

tj
60,69033
393,3632
29,26455
331,9598
152,5066
152,5901
207,1314
170,6312
171,6756

AREm1
13,41834
16,23152
27,05934
11,98926
25,01364
63,72302
29,68047
22,34115
24,90677

AREm2
526,4768
22687,62
261,3984
25835,05
7733,116
3393,156
17726,12
3268,757
6724,029

Table 1 (continued)– ABI data: Evaluation indicators by variable


taxrates
Taxothe
taxtot
stockbeg
stockend
assacq
assdisp
capwork
employ

alpha
0,772358
0,896266
0,733062
0,804384
0,789649
0,90364
0,948649
1
0,955932

Beta 
0,009541
0,007364
0,06044
0,002512
0,002339
0,001053
0,000172
0
0,042048

delta
0,039711
0,041828
0,140529
0,07963
0,078922
0,069424
0,056949
0,014942
0,08558

RAE  
62,64571
-20,6219
28,75064
27,69941
28,3142
39,59583
105,2734
-24,6788
0,019585

RRASE
30,12075
-8,38815
10,62545
13,15617
13,61318
19,53156
38,91342
-3,65454
0,001442

RER  
2063305
746320,6
1894894
2099496
2116459
5374471
1063677

225

Tj
202,396
305,9748
272,324
326,4406
338,3709
201,4105
112,8181
2368,811
0,179097

AREm1
64,02594
20,94591
32,56602
28,48036
29,25366
40,32156
106,5071
24,70413
0,083157

AREm2
14231,59
24620,16
16918,83
37643,77
42049,03
15059,93
2560,328
299861,6
0,073611

The most critical results relate to the alpha indicators. If we compare the  values of table 1 of section 2.2.3.1 (development data) and the corresponding alpha values in table 20, we observe that the performance of the editing strategy in case of evaluation data highly decreases for all the analysed variables. Taking into account that the two applications have been designed by following similar approaches and criteria, and that they differ only in few edits (see table 3 in section 2.2.3.2) and in the acceptance bounds for some common ratios, this results was unexpected. Furthermore, the graphical analysis performed on marginal distributions of common ratios did not show significant differences between development and evaluation data. One possible reason of so different performances in the two applications could be the use of different error mechanisms/models in the perturbation phase. In table 21 we can see that, in terms of amount of simulated missing values, any significant difference among development and evaluation data there exist at least for the subset of main variables. 

Table 21: Number and percentage of missing by variable


Sec197y3
Sec198y3

Variable
nmiss
pmiss
nmiss
pmiss

Turnover 
42
0.69
33
0.53

Empwag
10
0.16
11
0.18

Emptotc
41
0.67
46
0.74

Employ
35
0.57
40
0.64

Purtot
28
0.46
34
0.55

Taxtot
45
0.74
35
0.56

Anything can be seen about the other types of errors, but at least for the variable Employ some different perturbation criterion has been used: this fact can be inferred by the analysis of edit failures (see tables 10 and 11 in section 2.2.3.2.) for this variable.

In any case, we underline again that the main problem in case of ABI data is represented by the edit set to be used in the automatic error localisation: the availability of both few hard rules and few relations among variables produces a high reduction of the FH algorithm capability of correctly localising errors.

3. Conclusions 

In the applications described in the paper we used an automatic editing strategy based on the use of the error localisation technique available in the software GEIS, based on the Fellegi-Holt algorithm. The application of this algorithm has been included in an overall error localisation strategy in which different statistical analyses and data processing have been performed through different tools and in different environments.

The applications results allows some first general conclusions in terms of:

· Quality aspects:

· characteristics of the software;

· quality of the algorithms;

· quality of results at micro level (correct predictions of the true values) and macro level (data distributions).

· Data processing costs.

Quality aspects

Characteristics of the software

The editing modules implemented in GEIS are quite flexible. There are several tools the user can use for implementing different editing strategies: the definition of data groups and the corresponding edit groups, the use of post-imputation edits, and so on. 

An important characteristic of the editing module is the availability of an algorithm for checking the coherence of the user-defined edits (redundancy, consistency and so on). 

A quality aspect to be mentioned relates to the high number of useful reports produced by GEIS during and after each step of data processing. These reports facilitate both the critical review of results and the full documentation of all the performed processing steps.

Quality of the algorithms

As known, the FH algorithm is appropriate for dealing for non-influential fatal random errors. Non-influential errors are those errors that do not significantly affect estimates if not resolved, their localisation and correction can then be automatically performed in order to reduce data processing time and costs. Fatal errors are errors deriving from unacceptable and not possible information: these errors are identified by the so-called fatal edits, while soft edits allow to point out unusual but not necessarily erroneous information. Random errors are those errors generated by an “at random” mechanism.

The performance of the FH algorithm is then highly influenced by the characteristics of errors and edits for the particular survey under analysis: best results are obtained if the error mechanisms are “at random”, if each variable is involved in an “enough” high number rules and all variables are well connected through the edits.

It has to be noted that the use of soft edits in the FH error localisation algorithm available in GEIS can produce the classification as fatal errors of a number of acceptable data. In other words, records failing only soft edits can be acceptable ones, but the FH algorithm will in any case select them as containing at least one erroneous field.

As relating to the specific implementation in GEIS of the FH error localisation algorithm, it has to be underlined the availability of a number of parameters (e.g. the maximum allowed cardinality of solutions and the variable weights) that increases the possibility of tuning the overall editing process.

Quality of results

The performance of the FH algorithm for ABI data has been highly influenced by two main factors:

1. the most part of edits provided by ONS are soft edits;

2. original edits are few and they do not form an enough connected grid or relations among variables;

Relating to the second aspect, we observed that when variables are involved in one or at maximum two soft edits, checking data coherence by using the FH approach does not produce good results. For instance, in the case of a record failing only one edit, the system will choose at random the field to be imputed.

As regarding development data, we can observe that the revision of the original edits produced a significant improvement in the editing results at least for the main questionnaire variables. The problems to be taken into account when performing in this process is that: 1) the complexity (and then the costs) of the data processing increases as new edits and data groups are defined; 2) the risk of data over-editing increases. A balance has to be found between quality and cost aspects. For example, it has to be taken into account that for each new defined ratio edit it is necessary:

· determining acceptance bounds in all the defined data groups;

· verifying and updating these bounds when the Sector and/or the year change.

As relating to evaluation results, the most critical results relate to the alpha indicators, whose quality decreases very much from development to the evaluation applications. Taking into account that the two applications have been designed by following similar approaches and criteria, and that they differ only in few edits (see table 3 in section 2.2.3.2) and in the acceptance bounds for some common ratios, this results was unexpected. One possible reason of so different performances in the two applications could be the use of different error mechanisms/models in the perturbation phase.

Operational aspects

Cost for data preparation

GEIS requires that:

· data are not negative: all negative values are considered errors;

· edits are expressed in linear form;

· data are loaded into ORACLE tables;

· the error localisation results are downloaded from the ORACLE environment and transformed in the appropriate way to be evaluated;

· reports are saved only if the system is run in batch mode: this implies the development of suitable UNIX programs for each application.

For all these reasons, the necessary preliminary phase appears to be very demanding.

Required knowledge

A further aspect to be mentioned relates to the fact that user has to have basic knowledge of both the ORACLE environment and of the SQL language (System Query Language) for the data management during GEIS data processing.

Time

In terms of time, in case of ABI the data processing time needed for identifying errors has been very low, due to the few number of variables, edits and records under analysis.
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Appendix 1: Variable descriptions for the ABI datasets

Variable name
Variable label
sec197
sec198

Ref
Record identifier
S, L
S, L

Weight
Sampling weight
S, L
S, L

Class
Class of Economical Activity
S, L
S, L

turnover
Total turnover
S, L
S, L

empwag
Wages and salaries paid
L
L

empni
Employers NI contributions

L

empnioth
Employers NI contributions and other employment costs
L


empens
Contributions to pension funds

L

empred
Reduncy and severance payments to employees

L

emptotc
Total employment costs
S, L
S, L

puren
Purchases of energy, water and materials

L

purenoth
Purchases of energy and other goods for own consumption
L


purcoth
Purchases of other goods and materials for own consumption

L

puresale
Purchases of goods bought for resale
S, L
S, L

purhire
Payments of hiring, leasing or renting
L
L

purins
Commercial insurance premiums paid
L
L

purtrans
Purchases of road transport services
L
L

purtele
Purchases of telecommunication services
L
L

purcomp
Purchases of computer and related services
L
L

puradv
Purchases of advertising and marketing
L
L

purothse
Other services purchased
L
L

purothal
All other purchases of goods and services
S
S, L

purtot
Total purchases of goods and services
S, L
S, L

taxrates
Amounts paid for national non-domestic rates
L
L

taxothe
Other amounts paid for taxes and levies
L
L

taxtot
Total taxes paid
S, L
S, L

stockbeg
Value of stocks held at beginning of year
S, L
S, L

stockend
Value of stocks held at end of year
S, L
S, L

assacq
Total cost of all capital assets acquired
S, L
S, L

assdisp
Total proceeds from capital asset disposal
S, L
S, L

capwork
Value of work of a capital nature
S, L
L

employ
Total number of employees
S, L
S, L

turnreg
Registered turnover
S, L
S, L

empreg
Employment size group from register: 1 = 0 to 9 employees, 2 = 10 to 19 employees, 3 = 20 to 49 employees, 4 = 50 to 99 employees, 5 = 100 to 249 employees, 6 = 250 or more employees
S, L
S, L

formtype
1 = long form, 2 = short form
S, L
S, L

S = variable is present in the short version of the questionnaire; L = variable is present in the long version of the questionnaire.

APPENDIX 2 -– Original ONS rules 

Table 1: Long form – Development data Sec197y3

Rule
Condition for applying check
Edit rule: Case passes edit check if result is true
Fatal

Error

1
turnreg >= 1000
turnover >= turnreg/2 and turnover <= turnreg * 2
N

2
turnreg < 1000
turnover >= turnreg/20 and turnover <= turnreg * 2
N

3
employ > 0
emptotc/employ >= 4 and emptotc/employ <= 60
N

4
employ = 0
emptotc/0.5 <= 60
N

5
employ > 0
emptotc > 0
N

6

empwag+empnioth=emptotc
Y

7

purenoth+puresale+purhire+purins+purtrans+purtele+purcomp+puradv+purothse=purtot
Y

8
turnover > 10
purtot>0
N

9
turnover > 10
purothse > 0
N

10
turnover > 30
taxtot > 0
N

11

taxrates+taxothe=taxtot
Y

12

taxtot < 0.25*turnover
N

13

stockbeg <= turnover
N

14

stockend <= turnover
N

15

assacq <= turnover
N

16

assdisp <= turnover
N

17

purothse <= 0.3*purtot
N

Table 2: Long form – Evaluation data Sec198y3

Rule #
Condition for applying check
Edit rule: Case passes edit check if result is true
Fatal Error

1
Turnreg>=1000
turnover >= turnreg/2 and turnover <= turnreg * 2
N

2
Turnreg<1000
turnover >= turnreg/20 and turnover <= turnreg * 2
N

3

empni >=0.03*empwag

empni <= 0.1*empwag
N

4
employ > 0
emptotc/employ >= 4 and emptotc/employ <= 60
N

5
employ = 0
emptotc/0.5 <= 60
N

6
employ > 0
emptotc > 0
N

7

empwag+empni+empens+empred=emptotc
Y

8

puren+purcoth+pursale+purhire+ purins+purtrans+purtele+purcomp+puradv+purothse=purtot
Y

9
turnover > 10
purtot>0
N

10
turnover > 10
purothse > 0
N

11

puren <=0.4 purtot
N

12
turnover > 30
taxtot > 0
N

13

taxrates+taxothe=taxtot
Y

14

taxtot < 0.25*turnover
N

15

stockbeg <= turnover
N

16

stockend <= turnover
N

17

assacq <= turnover
N

18

assdisp <= turnover
N

19

purothse <= 0.3*purtot
N

20

purcoth <= 0.3*purtot
N

Table 3: Short form – Development and evaluation data (Sec197y3 and Sec198y3)

Rule
Condition for applying check
Edit rule: Case passes edit check if result is true
Fatal

Error

1
turnreg >= 1000
turnover >= turnreg/2 and turnover <= turnreg * 2
N

2
turnreg < 1000
turnover >= turnreg/20 and turnover <= turnreg * 2
N

3
employ > 0
emptotc/employ >= 4 and emptotc/employ <= 60
N

4
employ = 0
emptotc/0.5 <= 60
N

5
employ > 0
emptotc > 0
N

 6

puresale+purothal=purtot 
 Y

7
turnover > 10
purtot>0
N

8
turnover > 30
taxtot > 0
N

9

taxtot < 0.25*turnover
N

10

stockbeg <= turnover
N

11

stockend <= turnover
N

12

assacq <= turnover
N

13

assdisp <= turnover
N

APPENDIX 3 – Results of the application for Sec197y3 data 

Table 1: Values of per variable resulting from the application of original and the revised set of rules


Original edits
Revised edits


Variable
nc
nc+nd
o
nc
nc+nd
r


Turnover 
201
283
0,7102
48
282
0,1702
0,5400

Empwag
86
99
0,8687
42
99
0,4242
0,4444

Emptotc
324
373
0,8686
121
372
0,3253
0,5434

Employ
67
100
0,6700
44
84
0,5238
0,1462

Purtot
625
657
0,9513
482
652
0,7393
0,2120

nc = number of not identified true errors

nc+nd = total number of true errors

o =  obtained by applying the original set of edits

r =  obtained by applying the revised set of edits

= o - r
Table 2: Values of per variable resulting from the application of original and the revised set of rules


Original edits
Revised edits


Variable
nb
na+nb
o
nb
na+nb
r


Turnover 
639
5816
0,1099
100
5812
0,0172
0,0927

Empwag
3
1382
0,0022
8
1378
0,0058
-0,0036

Emptotc
982
5708
0,1720
4
5904
0,0007
0,1714

Employ
1460
5999
0,2434
48
5579
0,0086
0,2348

Purtot
171
5442
0,0314
58
5442
0,0107
0,0208

nb = number of true values classified as errors

na+nb = total number of true values

o =  obtained by applying the original set of edits

r =  obtained by applying the revised set of edits

= o - r
APPENDIX 4 – Graphical analysis of variable relations in Long form data groups 
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Chart 2 : All Sec197true data – Scatter plots for turnover, purtot, taxtot, turnreg

Chart 3 : All Sec197true data – Scatter plots for empwag, emptotc, employ
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Chart 4 : Sec197true Large businesses data – Scatter plots for turnover, purtot, taxtot, turnreg

Chart 5 : Sec197true Large businesses data – Scatter plots for empwag, emptotc, employ
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Chart 6 : Sec197true Small businesses data– Scatter plots for turnover, purtot, taxtot, turnreg
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Chart 7 : Sec197true Small businesses data– Scatter plots for empwag, emptotc, employ
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APPENDIX 5 – Revised edits groups used for editing the 1997 development data

Table 1 - Long forms – Large (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.04 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 61 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 341 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empwag+Empnioth=Emptotc
Y

6
B2
Purenoth+Pursale+Purhire+Purins+Purtrans+Purtele+Purcomp+Puradv+Purothse=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 – Upper
Purothse<= Purtot
N

17
Ratio 4 - Upper
Empwag <= 288.2 * Employ
N

18
Ratio 5 - Upper
Purtot <= 7.9 * Turnover
N

19
U1
Empwag <= U1_upper

N

20
U2
Emptotc <= U2_upper

N

Table 1 - Long forms – Small (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.03 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 46 * Turnreg
N

3
Ratio 2 – Upper
Emptotc  <= 246 * Employ
N

4
E1
Emptotc > 0.0001 * Employ
N

5
B1
Empwag+Empnioth=Emptotc
Y

6
B2
Purenoth+Pursale+Purhire+Purins+Purtrans+Purtele+Purcomp+Puradv+Purothse =Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 – Upper
Purothse<= Purtot
N

17
Ratio 4 - Upper
Empwag  <= 215 * Employ
N

18
Ratio 5 - Upper
Purtot <= 8.84 * Turnover
N

19
U1
Empwag <= 6,395

N

20
U2
Emptotc <= 7,265

N

 Table 3 - Short forms – Large (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
FatalError

1
Ratio 1 - Lower
Turnover >= 0.1 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 12.59 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 207.58 * Employ
N

4
E1
Purtot > 0.0001 * (Turnover – 10)
N

5
E2
Taxtot > 0.0001 * (Turnover – 30)
N

6
E3
Taxtot < 0.25*Turnover
N

7
E4
Stockbeg <= Turnover
N

8
E5
Stockend <= Turnover
N

9
E6
Assacq <= Turnover
N

10
E7
Assdisp <= Turnover
N

11
B1
Puresale + Purothal = Purtot
Y

12
Ratio 3 - Upper
Purtot <= 5.005 * Turnover
N

13
U1
Emptotc <= U1_upper



Table 4 - Short forms - Small

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 - Lower
Turnover >= 0.006 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 260.76 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <=   225 * Employ
N

4
E1
Purtot > 0.0001 * (Turnover – 10)
N

5
E2
Taxtot > 0.0001 * (Turnover – 30)
N

6
E3
Taxtot < 0.25*Turnover
N

7
E4
Stockbeg <= Turnover
N

8
E5
Stockend <= Turnover
N

9
E6
Assacq <= Turnover
N

10
E7
Assdisp <= Turnover
N

11
B1
Puresale + Purothal = Purtot
Y

12
Ratio 3 – Upper
Purtot <= 12.446 * Turnover
N

13
U1
Emptotc <= 914 (only for Small-Emp1)

N

14
U2
Employ <= 198 (only for Small-Emp1)
N

APPENDIX 6 – Edit groups used for editing the 1998 evaluation data

Table 1 - Long forms – Large (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.04 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 37.4 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 192.5 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empens+Empni+Empred+Empwag=Emptotc
Y

6
B2
Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 - Upper
Empni <= 0.39*Empwag
N

17
Ratio 4 - Upper
Empwag  <= 138.2 * Employ
N

18
Ratio 5 - Upper
Purtot <= 1.4 * Turnover
N

19
U1
Empwag <= U1_upper 

N

20
U2
Emptotc <= U2_upper

N

Table 2: Long forms – Small (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 – Lower
Turnover > 0.03 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 90.2 * Turnreg
N

3
Ratio 2 – Upper
Emptotc  <= 191.8 * Employ
N

4
E1
Emptotc  > 0.0001 * Employ
N

5
B1
Empens+Empni+Empred+Empwag=Emptotc
Y

6
B2
Purcomp+Puradv+Purcoth+Puren+ Puresale+ Purhire+Purins+Purothse+Purtele+Purtrans=Purtot
Y

7
B3
Taxrates+Taxothe=Taxtot
Y

8
E2
Purtot > 0.0001 * (Turnover – 10)
N

9
E3
Purothse > 0.0001 * (Turnover – 10)
N

10
E4
Taxtot > 0.0001 * (Turnover – 30)
N

11
E5
Taxtot < 0.25*Turnover
N

12
E6
Stockbeg <= Turnover
N

13
E7
Stockend <= Turnover
N

14
E8
Assacq <= Turnover
N

15
E9
Assdisp <= Turnover
N

16
Ratio 3 - Upper
Empni <= 1.2 * Empwag
N

17
Ratio 4 - Upper
Empwag  <= 76.5 * Employ
N

18
Ratio 5 - Upper
Purtot <= 1.73 * Turnover
N

19
U1
Empwag <= 4,508  (only Small-Emp1)
N

20
U2
Emptotc <= 11,534 (only Small-Emp1)
N

Table 3 - Short forms – Large (Emp1 or Emp2)
Rule #
Rule name
Edit rule: Case passes edit check if result is true
FatalError

1
Ratio 1 - Lower
Turnover >= 0.103 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 12.13 * Turnreg
N

3
Ratio 2 - Upper
Emptotc  <= 223.5 * Employ
N

4
E2
Purtot > 0.0001 * (Turnover – 10)
N

5
E3
Taxtot > 0.0001 * (Turnover – 30)
N

6
E4
Taxtot < 0.25*Turnover
N

7
E5
Stockbeg <= Turnover
N

8
E6
Stockend <= Turnover
N

9
E7
Assacq <= Turnover
N

10
E8
Assdisp <= Turnover
N

11
B1
Puresale + Purothal = Purtot
Y

12
Ratio 3 - Upper
Purtot <= 2.549 * Turnover
N

13
U1
Emptotc <= 2,933 (only for Large-Emp1)
N

Table 4 - Short forms – Small (Emp1 or Emp2)

Rule #
Rule name
Edit rule: Case passes edit check if result is true
Fatal Error

1
Ratio 1 - Lower
Turnover >= 0.015 * Turnreg
N

2
Ratio 1 – Upper
Turnover <= 136* Turnreg
N

3
Ratio 2 - Upper
Emptotc  <=   296* Employ
N

4
E2
Purtot > 0.0001 * (Turnover – 10)
N

5
E3
Taxtot > 0.0001 * (Turnover – 30)
N

6
E4
Taxtot < 0.25*Turnover
N

7
E5
Stockbeg <= Turnover
N

8
E6
Stockend <= Turnover
N

9
E7
Assacq <= Turnover
N

10
E8
Assdisp <= Turnover
N

11
B1
Puresale + Purothal = Purtot
Y

12
Ratio 3 – Upper
Purtot <= 10.829 * Turnover
N

13
U1
Emptotc <= 943 (only for Small-Emp1)

N

14
U2
Employ <= 319 (only for Small-Emp1)
N

� Generalised Error and Imputation System


� A univariate edit is a rule checking that values of a given variable are inside an interval determined on the marginal distribution of the variable itself.


� The cardinality of a FH algorithm solution corresponds to the number of items involved in the solution itself. If weights are associated to items, the cardinality of solutions is given by the sum of weights associated to the items involved in the solution.


� Only in this way, in fact, error localisation reports are saved in the user-defined directory.


� this weight makes impossible the selection of the Turnreg field for imputation.


� i.e. records for which the algorithm is not able to find a solution after a user-defined maximum allowed time.


� For a given record, an edit is:


     i) PASS if all data values associated with non-zero coefficients in the edit are non-missing and the edit is satisfied


    ii) MISS if one of more data values associated with non-zero coefficients in the edit are missing


   iii) FAIL if all data values associated with non-zero coefficients in the edit are non-missing and the edit is not satisfied








� U1_Upper= 3,024 in data group Large-Emp1; U1_Upper= 793,234 in data group Large-Emp2.


� U2_Upper= 12,260 in data group Large-Emp1; U2_Upper= 850,411 in data group Large-Emp2.


� For a given record, an edit is:


     i) PASS if all data values associated with non-zero coefficients in the edit are non-missing and the edit is satisfied


    ii) MISS if one of more data values associated with non-zero coefficients in the edit are missing


   iii) FAIL if all data values associated with non-zero coefficients in the edit are non-missing and the edit is not satisfied








� For a given record, an edit is:


     i) PASS if all data values associated with non-zero coefficients in the edit are non-missing and the edit is satisfied


    ii) MISS if one of more data values associated with non-zero coefficients in the edit are missing


   iii) FAIL if all data values associated with non-zero coefficients in the edit are non-missing and the edit is not satisfied








� The data group Small-Emp2 contains businesses with more than 49 employees: for these firms, no reliable upper limits were found on the distributions of items Emptotc and Employ.


� U1_upper=4,274 in data group Large-Emp1; U1_upper=1,615,625 in data group Large-Emp2.


� U2_upper=140,954 in data group Large-Emp1; U2_upper=1,884,015 in data group Large-Emp2.


� Used only in the data group Small-Emp1.


� Used only in the data group Small-Emp1.


� U1_upper=7,107.5 in data group Large-Emp1; U1_upper=14,633 in data group Large-Emp2.


� The data group Small-Emp2 contains businesses with more than 49 employees: for these firms, no reliable upper bounds were found on the distributions of items Emptotc and Employ.


� U1_Upper= 3,024 in data group Large-Emp1; U1_Upper= 793,234 in data group Large-Emp2.


� U2_Upper= 12,260 in data group Large-Emp1; U2_Upper= 850,411 in data group Large-Emp2.


� The data group Small-Emp2 contains businesses with more than 49 employees: for these firms, no reliable upper limits were found on the distributions of items Emptotc and Employ.
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