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1. Introduction

In this note we describe the algorithms of three types of adaptive censored estimators. These estimators are extensively discussed in Renssen, Smeets, and Krieg (2002). The first estimator is the one-sided adaptive censored estimator for i.i.d. situations (Renssen et al., section 2.2), the second estimator is the two-sided adaptive censored estimator for i.i.d. situations (Renssen et al., section 3.2), and the third estimator is the (one-sided) adaptive censored estimator for stratified designs (Renssen et al., section 4). 

2. Adaptive censoring for simple random sampling with replacement (one-sided)

Given a sample 
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elements. We first compute the estimated optimal cut-off point 
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 using the sample (step 1 to step 4). Given this cut-off point we compute the estimator (step 5). Without loss of generality, we assume that the sample is ordered: 
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Step 1: take 
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Step 2: compute 
[image: image7.wmf])

1

(

q

n

j

-

=

, 
[image: image8.wmf]n

j

p

=

, 
[image: image9.wmf]å

=

-

=

j

i

i

m

y

j

y

1

1

, 
[image: image10.wmf]å

+

=

-

-

=

n

j

i

i

r

y

j

n

y

1

1

)

(

. 

Step 3: compute 
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Step 4: If 
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 then go to step 5. Else take 
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Step 5: The 
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 computed in step 3 is the estimated optimal cut-off point. Compute 
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3. Adaptive censoring for simple random sampling with replacement (two-sided)

Given a sample 
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 elements from a population with 
[image: image19.wmf]N

elements. We want to estimate the optimal cut off points 
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 using the sample. The sample is ordered: 
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Step 1: take 
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Step 2: compute 
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Step 3: solve the following system of linear equations for 
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step 4: If  
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· If 
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· If 
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Step 5: The 
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 computed in step 3 are the estimated optimal cut off points. Now compute:
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4. Adaptive censoring for stratified designs (one-sided)

Given 
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 strata with 
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 elements in the sample. The problem is compute the optimal stratum cut-off points 
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, using the sample. The elements in the sample are called 
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. Again, without loss of generality, we assume that the sample of the h-th stratum is ordered such that 
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. We have to solve the system of non-linear equations given in Renssen et al. Formula 4.5. for 
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Step 1: use the algorithm described in section 2 for each stratum separately to obtain a preliminary estimate of the stratum mean. So, take 
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Step 2: compute the transformed values 
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Step 3: Calculate 
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Step 4: compute for each stratum the stratum fraction 
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Step 5: Given 
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Step 6: compute 
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Step 7: if 
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Step 8: the solution 
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 we found in step 5 is the optimal cut-off vector. Compute the estimate
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Remark: In our simulations often step 5 gave the optimal cut-offs at the first time. Otherwise step 5 – step 7 were repeated a few times. However, it is not certain whether this heuristic will find the correct solution. It might be possible that the steps 5 to 7 are repeated infinite times. Therefore it is recommended to limit the number of repetitions to, say, 1000. 
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