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1 Introduction

In this paper, we discuss the use of MLP networks in an editing and imputation process. The data sets employed are the UK Annual Business Inquiry (ABI) and the Danish Labour Force Survey (LFS). The MLP networks run on an ordinary PC with a Windows platform. The SPSS program Clementine is used to generate the neural networks and SAS is used for the handling and preparation of the data sets.

We expected to achieve better results with our method, but we look forward to an evaluation in which our method can be compared with the results of our other partners.

2 Method

2.1 Method

The method used for both editing and imputation is based on the MLP networks. The idea is to use a data set with clean data to generate an MLP network that models the structure of the data. The network can then be used to calculate expected values for a variable that may be imputed to the data set or compared with the given data in order to find errors. 

For a detailed description of the method, we refer to "Euredit WP 4.1 & 4.3: Editing of UK Annual Business Inquiry"
. It describes the algorithms and the software (Clementine) employed with the focus on editing the ABI data. When it comes to the training and use of the neural networks, there is no essential difference between editing and imputation.

2.2 Evaluation

2.2.1 The UK Annual Business Inquiry

In this section, editing and imputation of the ABI data is discussed. Many of the issues are discussed in "Euredit WP 4.1 & 4.3: Editing of UK Annual Business Inquiry" and will not be repeated here. The issue of finding an optimal threshold for the number records to mark as erroneous for the evaluation process is not treated in "Euredit WP 4.1 & 4.3: Editing of UK Annual Business Inquiry". Therefore, we treat it in some detail in this paper.

2.2.1.1 Technical Summary

The editing and imputation is done with the MLP networks. The training of the networks is done TC  \l 4 "2.2.1.1
Technical Summary"with the sec197 data. Both the true data (sec197(true).csv) and data with missing values (sec197(y2).csv) are used. 

During the timeframe for experiments on editing the ABI data set, several methods of organizing the data and several topologies of the network were examined. On the basis of these experiments, the methods of the final editing were chosen. Two types of networks and two methods of organizing the data sets are used:

The "dynamic" and the "multiple" methods were generally superior to the other network topologies that Clementine offers. Therefore, these two network topologies are used in the final runs.

The organization of the training data sets is as follows:

Records with missing observations and records with complete observations are treated separately.

Extreme values are omitted. This is done by removing records that contain values more than five times the standard deviation from the mean for one or more variables.

Training is conducted on 50% of the material and the remainder is used for validation.

Linear constraints are taken into account.

The largest possible proportion of the data is used.

There are two approaches for the treatment of records with missing values: 

1. Training is conducted on the basis of variables that have no missing values in any record. 

2. The missing values are set at zero and a dummy variable is introduced for each variable to mark whether the zero is a measured zero or a missing value that is set as zero.

Hence, there were four runs for each of the six variables that were to be examined by the ONS:

1. Dynamic neural network and missing values handled by introducing dummies

2. Dynamic neural network and missing values handled by using variables that contain no missing variables

3. Multiple neural network and missing values handled by introducing dummies

4. Multiple neural network and missing values handled by using variables that contain no missing variables

For each type of network (for instance approach 1. and 2.), six neural networks needed to be trained – three networks for the long questionnaire and three for the short questionnaire, which results in twelve networks per variable that needed to be trained. 

The runs were made on an ordinary PC with a Pentium II 300 MHz CPU on a Windows platform and a 512 K cache memory. The Operating System software employed was Windows NT and the neural networks were trained using SPSS Clementine and Exceed. These programs require 130 MB RAM, which was the RAM capacity of the computer used.

Training MLP's for editing and imputation and detecting errors

The training of the MLP's was done with training data prepared as described above. Where true data was used for training, all records from sec197(true) were used: about 3400 records for the short questionnaire and 1100 for the long questionnaire. To train networks for the records that had missing values, data from sec197(y2) was used. The number of records varies, since the number of missing values differs from variable to variable. There were between 805 and 2022 records for the short questionnaire and between 361 and 653 records for the long questionnaire. 

The criterion for “stop training” was the training time. Each network was trained for one hour, 12 hours of training for each variable. It is difficult to provide objective measures for the quality of the training, since the measures Clementine provides for accuracy seem to have a tenuous connection with the ability to predict.

A general problem with the method we have used for data editing is selecting the optimal number of records to mark as erroneous. If  too few records are marked, too many of the unmarked records are erroneous. On the other hand, if too many errors are marked, too many non-erroneous records are marked as errors. Therefore, a method to balance these two considerations was introduced
. 

In the following, the editing process is considered with respect to a dataset in which the true values are known. The basic idea we have employed in the editing process was to use neural networks to predict a value for the variable in question and then to mark the value in the perturbed data set as an error, if the difference between the predicted value and the value in the perturbed dataset was large: First, we train a neural network and use it to predict a value for variable in question. The difference between the predicted and the given value is then calculated for each record. The records are then sorted in descending order of this difference. Finally, the first records are deemed errors and the last records are deemed non-errors.  The problem is selecting an optimal number of records to mark as erroneous. We use the following terminology:

The record number after the sorting is 
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The total number of errors is 
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The number of true errors with a record number equal to or less than 
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The number of non-errors with a record number equal to or less than 
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With this denotation, the following expressions are introduced:
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The optimal number(s) of records to mark is/are then defined by
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There need not be a unique optimal number 
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, and the optimal numbers may be useless. On the other hand, we found that, if the method of editing is of a reasonable quality, the value(s) of 
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 may be used to define a cut-off point for the process of marking errors. 

The problem is that this cut-off 
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can only be found, if the errors in the data set examined are known. Therefore, we used the 
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 to define a proportion of records that needed to be marked as errors. 

The algorithm for finding the number of records to be marked as errors is as follows:

· Train a neural network on the true values of the 1997 data.

· Use the network to predict values for the variable in question in the 1997 perturbed data and sort the data in descending order by the difference between the given value and the predicted value.

· Find an optimal cut-off point for the 1997 perturbed data and find the proportion of the data to be marked as erroneous.

· Use the network to predict values for the variable in question in the 1998 perturbed data and sort it in descending order by the difference between the given value and the predicted value.

· Mark the first records as errors, so that the marked records make up the same proportion of the data as the marked records in the 1997 dataset. 

This algorithm was carried out for each of the trained networks.  

The optimal 
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 is found by weighting the two opposing tasks of marking as many erroneous records as possible as erroneous and marking as few non-errors as erroneous as possible. Here, they are weighted equally.  However, there may be other important issues to consider, before a decision is made on the weighting. If there is no problem in contacting the respondents again, one should allow for more non-errors to be marked. 

In the ABI data, there are some logical edits that may be carried out. We marked an observation as erroneous, if it was in a collection of observations that did not pass muster logically. The logical editing rules employed are described in ABImeta.xls as fatal. Therefore, an observation that is marked as erroneous in accordance with logical editing rules need not be  an error, but it is known that one of the observations in the linear band is erroneous. 

2.2.1.2 Results

The main results from the evaluation of the editing are provided in the tables in Appendix I The best result for each measure is shaded. There seems to be no pattern as to which method is best, except that the dynamic topology with the dummy treatment of missing values seems to be relatively poor.

Generally, quite a number of errors remain undetected by the method used –  between 60 and 80 percent, and there seems to be a tendency whereby the lower the number of errors there are that are not detected, the higher the number of non-errors there are that are marked as erroneous. Although quite a number of non-erroneous observations are marked as errors, the percentage of misclassified records drops for every variable, when editing is performed, as compared with the situation in which no records are classified as erroneous. 

The quality of editing seems to be more satisfactory, when the measures take into account the size of the error. This demonstrates that the method detects most important errors. 

The method of imputation is of the same type as mean value imputation by linear regression without any random noise according to the model.  Therefore, one cannot expect to have a high quality of predictive, ranking or distributional accuracy. Therefore, the main focus should be on the quality measures "slope" and "m_1".

The results from the imputation of ABI data are also provided in Appendix I The imputation in the sec198(y3) data is of quite poor quality. The explanation for this is probably the high number of  errors in this data set.

2.2.2 The Danish Labour Force Survey (LFS)

In this section, we discuss imputation in the Danish Labour Force Survey. 

2.2.2.1 Technical Summary

The MLP networks are used to impute missing values for income in the LFS. The approach was almost the same as it was for the ABI data: Neural networks are trained to predict the variable in question and the predicted values are imputed. 

The training data sets are organized in two ways in accordance with two different approaches to the structure of the data. 

The data from persons who responded is used to train the neural network. Here, one makes the assumption that the structure of the income variable is the same for persons who responded and persons who did not respond. Data for this approach is in the lfsn_dk2(miss).csv and consists of 11404 records.

If one believes that the distribution of the income variable is not independent of the response variable, the training data should not consist of persons who responded to the survey. Therefore, an optimal training data set should consist of persons who did not respond, where their income is known. This is not self-contradictory, since the income data is found in a register and the interviews were conducted on other matters. The approach is not unproblematic, but was nevertheless used. The training data is a subset of a random sample from lfs_dk3.csv. The size of this sample is comparable with the data set lfsn_dk2(miss).csv.  The records in the sample with the response variable equal to zero form the subset making up the training data.

Both the hardware and software used for the runs on the LFS are the same as the runs on the ABI.

The two training approaches produced two networks and five training algorithms (quick with one hidden layer and two or twenty neurons, dynamic, multiple, and prune) were examined. Thus there were ten networks that needed to be trained. Each network was trained for an hour. 

2.2.2.2 Results 

The main results of the imputation are provided in Appendix Appendix II 

3 Strengths and Weaknesses of the Editing and Imputation Methods in General

A general strength of neural networks is that it is not necessary to assume any a priori structure in the data and, therefore, neural networks may be quite successful in modelling very complicated connections between variables in a data set. This is also a weakness of neural networks, since it might not be possible to provide reasonable explanations for results achieved by neural networks. If there are simple connections between variables –  for instance, a linear or log linear structure, better results will probably be achieved with methods that use these connections. 

The method of imputation is of the same type as mean value imputation by linear regression without any random noise according to the model. Therefore, one cannot expect to have high quality of predictive, ranking or distributional accuracy. Therefore, the main focus should be on the quality measures "slope" and "m_1".

4 Conclusion

4.1 Discussion of results

The results indicate that, with respect to the data sets examined, it is not possible to point to a single method that is better at editing or imputation. In other words, one must work very hard to find the best neural network and the best method of organizing training data simply to get results that are slightly better than the results simple methods, such as linear regression, provide. 

Despite experiments with change of parameters and topologies of the networks employed, we could find no general approach for optimizing the networks. As the results show, the same type of network , may have a relatively good performance with respect to some variables and very poor performance with respect to others.

The results indicate poor performance in imputation, when it comes to distribution accuracy. As previously mentioned, this is no surprise, since the imputation is simple and a kind of mean value imputation. One could have used neural networks to make multiple imputations with a jackknife approach to get better results in distribution accuracy. 

If a continuous variable contains many zeros, it should be treated as a mixed type variable. Therefore, the continuous nature of the models provided by the Clementine neural networks will result in no correct imputations. The best one can hope for is that imputed values that should have been imputed as zeros have values not so far from zero as to destroy the analysis one wants to make with the imputed data set. 

4.2 Weaknesses in the procedures considered

The MLP networks may be a quite good as a supplement to other methods, since methods that deal with the editing process in a clearer and more direct way probably provide more robust results. 

There is no problem in setting up a neural network and using algorithms such as the ones we have used. However, we found that, even where the results are better than simple methods, one must deal with several problems: the treatment of missing values, dividing the data set in subgroups, treating extreme values, topology and parameters of the networks etc. 

For instance, we found that, if the training data had many outliers, the neural network modelled these outliers instead of the underlying structure of the dataset. The results were better, if the outliers were removed from the data. However, we were not able to find an optimal way of handling of outliers. 

The problems may be unique for every data set and, therefore, considerable work is required each time the neural networks are applied to a new data set.   
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Appendix I

Naming key for the ABI data results:

"DA" 1 digit code + 4 digit code   "_res.xls"

"DA": Statistics Denmark, ABI-data

The 1 digit code:  
2 the perturbed data is in sec198(y2).csv


3 the perturbed data is in sec198(y3).csv

The 4 digit code:
First digit:
0 editing



1 imputation


Second digit:  Variables 1=assacq, 2=assdisp, 3=emptotc, 



4=purtot, 5=taxtot, 6=turnover.


Third digit:
Model type: 1=dynamic, 2=multiple


Fourth digit
Missing values handling: 1=dummies, 2=given variables

A graphical presentation of the results in the tables is given in Appendix IA

The main results of the editing of the ABI-data


	assacq
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,800857
	0,792291
	0,794433
	0,792291

	beta 
	0,008249
	0,005616
	0,005616
	0,00702

	delta
	0,068289
	0,065207
	0,065369
	0,066504

	RAE  
	0,037865
	0,045013
	0,039272
	0,032805

	RRASE
	0,009326
	0,011082
	0,009549
	0,007996

	RER  
	1245,619048
	1255,52381
	1255,52381
	1245,619048

	tj
	0,175681
	0,208845
	0,182207
	0,152206

	AREm1
	0,672868
	0,575129
	0,621326
	0,668608

	AREm2
	0,98478
	0,964375
	0,978153
	0,983108

	
	DA30111_res.xls
	DA30112_res.xls
	DA30121_res.xls
	DA30122_res.xls


	assdisp
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,697297
	0,697297
	0,67027
	0,662162

	beta 
	0,006367
	0,006367
	0,009637
	0,012218

	delta
	0,047727
	0,047727
	0,049183
	0,051124

	RAE  
	0,062712
	0,059853
	0,057055
	0,020908

	RRASE
	0,022671
	0,020691
	0,022602
	0,003803

	RER  
	1164,444444
	981,111111
	1164,444444
	98,888889

	tj
	0,150959
	0,144076
	0,137341
	0,050328

	AREm1
	0,746167
	0,749129
	0,78946
	0,887356

	AREm2
	0,991463
	0,99198
	0,992343
	0,998436

	
	DA30211_res.xls
	DA30212_res.xls
	DA30221_res.xls
	DA30222_res.xls


	emptotc
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,613176
	0,616554
	0,652027
	0,663851

	beta 
	0,029491
	0,028597
	0,021269
	0,020018

	delta
	0,08534
	0,084855
	0,081623
	0,081623

	RAE  
	0,008712
	0,006457
	0,038528
	0,040191

	RRASE
	0,002751
	0,001287
	0,009857
	0,009882

	RER  
	238,404412
	89,088235
	536,985294
	536,985294

	tj
	0,053873
	0,039926
	0,238248
	0,248529

	AREm1
	0,721568
	0,715354
	0,598702
	0,552378

	AREm2
	0,990086
	0,983131
	0,9713
	0,951538

	
	DA30311_res.xls
	DA30312_res.xls
	DA30321_res.xls
	DA30322_res.xls


	purtot
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,650759
	0,639913
	0,640998
	0,639913

	beta 
	0,048891
	0,050976
	0,052492
	0,047375

	delta
	0,138409
	0,138571
	0,140023
	0,135506

	RAE  
	0,009608
	0,00158
	0,001438
	0,002115

	RRASE
	0,001952
	0,000703
	0,000714
	0,000857

	RER  
	90,486532
	52,414141
	56,176768
	79,784512

	tj
	0,050945
	0,008378
	0,007623
	0,011217

	AREm1
	0,776326
	0,792867
	0,784951
	0,764574

	AREm2
	0,993932
	0,988517
	0,993735
	0,992898

	
	DA30411_res.xls
	DA30412_res.xls
	DA30421_res.xls
	DA30422_res.xls


	taxtot
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,623306
	0,620596
	0,630081
	0,624661

	beta 
	0,022344
	0,023443
	0,019963
	0,02381

	delta
	0,093901
	0,094547
	0,092611
	0,095353

	RAE  
	0,048621
	0,048493
	0,043895
	0,04826

	RRASE
	0,008592
	0,008535
	0,010466
	0,01076

	RER  
	496,5
	496,5
	1230,166667
	1230,166667

	tj
	0,340566
	0,339667
	0,307464
	0,338033

	AREm1
	0,602016
	0,587452
	0,639032
	0,604209

	AREm2
	0,952199
	0,950094
	0,94939
	0,940791

	
	DA30511_res.xls
	DA30512_res.xls
	DA30521_res.xls
	DA30522_res.xls


	turnover
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	alpha
	0,648598
	0,646729
	0,641121
	0,642991

	beta 
	0,015004
	0,015181
	0,021006
	0,017123

	delta
	0,069677
	0,069677
	0,074516
	0,071129

	RAE  
	0,010388
	0,009871
	0,00767
	0,007337

	RRASE
	0,00213
	0,002098
	0,001687
	0,001667

	RER  
	97,374157
	97,374157
	66,41573
	66,41573

	tj
	0,057243
	0,054392
	0,042264
	0,040432

	AREm1
	0,699155
	0,670503
	0,718
	0,714835

	AREm2
	0,987075
	0,981334
	0,988247
	0,989189

	
	DA30611_res.xls
	DA30612_res.xls
	DA30621_res.xls
	DA30622_res.xls


The main results of the imputation of the ABI-data (sec197(y2).csv)

	assacq(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	2,091936
	1,785137
	7,830575
	2,156789

	t-val
	188,46135
	1459,8138
	1344,345684
	483,513488

	mse  
	1320758811
	924245906,6
	551593225
	740987816,8

	R^2  
	0,507708
	0,695831
	0,833246
	0,735442

	dL1  
	3265,613684
	2878,859096
	3259,629205
	2768,561099

	dL2  
	37819,29717
	34090,81094
	37138,10495
	33330,43026

	dLinf
	526186,7988
	479412,7869
	515726,995
	469041,6396

	K-S  
	0,67
	0,67
	0,63
	0,635

	K-S_1
	0,001146
	0,001101
	0,001136
	0,001125

	K-S_2
	0,000022
	0,000034
	0,000018
	0,000018

	m_1  
	3133,742287
	2595,006502
	3136,915089
	2631,795348

	m_2  
	1541699117
	1504190598
	1540499216
	1494195555

	MSE
	29254,70502
	26272,87547
	29281,59272
	26524,27019

	
	DA21111_res.xls
	DA21112_res.xls
	DA21121_res.xls
	DA21122_res.xls


	assdisp(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	1,158613
	0,033059
	0,768566
	0,292366

	t-val
	74,88661
	-10951,97645
	-221,483425
	-325,173896

	mse  
	134494,1411
	615671,4068
	327042,7433
	485217,772

	R^2  
	0,928187
	0,225471
	0,911234
	0,626984

	dL1  
	60,287658
	107,807087
	70,240063
	70,434613

	dL2  
	418,079046
	707,352927
	507,809118
	523,335186

	dLinf
	5070,211334
	8511,78623
	6175,305444
	5859,690851

	K-S  
	0,697368
	0,736842
	0,697368
	0,697368

	K-S_1
	0,004074
	0,004608
	0,003663
	0,001018

	K-S_2
	0,000285
	0,000487
	0,000309
	0,000102

	m_1  
	12,274796
	7,215551
	21,77147
	22,14079

	m_2  
	459415,2825
	569413,0518
	526520,7586
	449484,8167

	MSE
	1821,355256
	1820,851471
	1821,28597
	1821,604841

	
	DA21211_res.xls
	DA21212_res.xls
	DA21221_res.xls
	DA21222_res.xls


	emptotc(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	1,421333
	0,960278
	1,265985
	1,215923

	t-val
	152,181556
	-7,969071
	23,605506
	23,103796

	mse  
	104760,5911
	398891,9941
	186926,5223
	289636,0257

	R^2  
	0,961812
	0,91744
	0,941322
	0,897412

	dL1  
	168,794977
	203,047326
	165,544369
	171,889434

	dL2  
	573,822478
	598,526048
	612,178843
	641,935639

	dLinf
	5101,767741
	5101,767741
	6109,038785
	6109,038785

	K-S  
	0,352941
	0,369748
	0,336134
	0,403361

	K-S_1
	0,00757
	0,008252
	0,005452
	0,005285

	K-S_2
	0,000257
	0,00037
	0,000174
	0,000261

	m_1  
	61,425676
	8,095614
	46,192488
	29,144424

	m_2  
	1423571,164
	1237286,813
	1436527,51
	1303098,003

	MSE
	113154,8194
	113153,1912
	113153,9933
	113153,7313

	
	DA21311_res.xls
	DA21312_res.xls
	DA21321_res.xls
	DA21322_res.xls


	purtot(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	1,186401
	0,840329
	0,988192
	0,561758

	t-val
	497,461724
	-679,46138
	-10,444994
	-2651,767413

	mse  
	79730921,73
	22659544,73
	28670782,18
	167536694,1

	R^2  
	0,966468
	0,989907
	0,986984
	0,920878

	dL1  
	1846,098491
	1204,105688
	980,758512
	3205,828172

	dL2  
	12865,96071
	7609,364311
	5184,61696
	28955,97431

	dLinf
	137696,3003
	82605,6305
	48528,27114
	338599,5578

	K-S  
	0,128571
	0,328571
	0,335714
	0,4

	K-S_1
	0,003335
	0,005715
	0,005987
	0,003498

	K-S_2
	0,000027
	0,000062
	0,000079
	0,000047

	m_1  
	961,777299
	568,734052
	334,991295
	2342,770579

	m_2  
	835516096,2
	564338362,5
	139872694
	2754090800

	MSE
	5981733,028
	5986449,96
	5983768,804
	5996965,287

	
	DA21411_res.xls
	DA21412_res.xls
	DA21421_res.xls
	DA21422_res.xls


	taxtot(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,717487
	0,717502
	0,728576
	0,727979

	t-val
	-538,605402
	-463,912746
	-447,212708
	-456,565672

	mse  
	7513,863202
	13467,58449
	13859,41576
	4239,675261

	R^2  
	0,958898
	0,925609
	0,922307
	0,976215

	dL1  
	40,610745
	42,069667
	45,824837
	45,102593

	dL2  
	166,500446
	183,652776
	179,604847
	179,506905

	dLinf
	1740,16103
	1740,16103
	1645,439717
	1645,439717

	K-S  
	0,590551
	0,590551
	0,543307
	0,496063

	K-S_1
	0,006642
	0,005842
	0,006691
	0,006298

	K-S_2
	0,000338
	0,00028
	0,000341
	0,000308

	m_1  
	12,726336
	4,125212
	10,6366
	26,71515

	m_2  
	132010,2711
	124127,3386
	116167,0854
	164270,3985

	MSE
	1676,574711
	1676,50402
	1676,505411
	1676,885723

	
	DA21511_res.xls
	DA21512_res.xls
	DA21521_res.xls
	DA21522_res.xls


	turnover(y2)
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	1,857648
	0,989031
	1,175697
	0,998762

	t-val
	118,736261
	-115,468247
	62,010656
	-10,281117

	mse  
	2041304400
	39864192,91
	9683886042
	259828727,4

	R^2  
	0,951134
	0,998378
	0,859777
	0,989429

	dL1  
	9541,183644
	2148,356388
	10024,55379
	2856,097652

	dL2  
	92677,21883
	6668,558652
	106205,1165
	16047,7208

	dLinf
	1078462,864
	44695,14157
	1237965,409
	167877,7385

	K-S  
	0,25
	0,294118
	0,279412
	0,279412

	K-S_1
	0,002669
	0,007349
	0,002218
	0,006627

	K-S_2
	0,000037
	0,000081
	0,000028
	0,000064

	m_1  
	8550,414301
	588,613529
	9370,391865
	1193,637185

	m_2  
	2,01E+10
	678876027,7
	2,13E+10
	541796606

	MSE
	10784489,15
	10823003,78
	10787097,62
	10819369,62

	
	DA21611_res.xls
	DA21612_res.xls
	DA21621_res.xls
	DA21622_res.xls


The main results of the imputation of the ABI-data (sec197(y3).csv)

	assacq
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,119452
	0,081696
	0,258642
	0,418622

	t-val
	-514,636948
	-1095,43277
	-239,834038
	-212,533399

	mse  
	530645,7061
	533366,0156
	499115,5209
	495879,6494

	R^2  
	0,032274
	0,024693
	0,081185
	0,070822

	dL1  
	156,669892
	189,111427
	152,488964
	151,272326

	dL2  
	578,940172
	636,796701
	566,533462
	585,067407

	dLinf
	2260,593947
	2281,470355
	2263,848491
	2291,906515

	K-S  
	0,647059
	0,647059
	0,632353
	0,632353

	K-S_1
	0,022991
	0,031287
	0,021444
	0,01605

	K-S_2
	0,002713
	0,004681
	0,002396
	0,001673

	m_1  
	0,562451
	32,723846
	8,384939
	0,043199

	m_2  
	193490,2935
	105454,8709
	151389,0704
	131409,0841

	MSE
	1083944932
	1083966015
	1083950600
	1083945261

	
	DA31111_res.xls
	DA31112_res.xls
	DA31121_res.xls
	DA31122_res.xls


	assdisp
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,042533
	0,112436
	0,158905
	0,035611

	t-val
	-1937,185748
	-1826,51813
	-210,322037
	-1236,97183

	mse  
	424,90731
	160,739911
	223,607884
	460,743552

	R^2  
	0,326848
	0,658709
	0,642589
	0,306707

	dL1  
	11,589144
	27,840774
	11,693261
	6,206496

	dL2  
	29,758672
	118,061215
	33,53527
	13,314567

	dLinf
	61,03456
	529,314267
	125,898323
	40,007628

	K-S  
	0,730769
	0,826923
	0,730769
	0,807692

	K-S_1
	0,058992
	0,021129
	0,030072
	0,020867

	K-S_2
	0,007172
	0,002356
	0,003859
	0,006917

	m_1  
	8,730253
	25,209861
	9,297843
	2,185384

	m_2  
	1073,143683
	16832,97879
	1782,188059
	92,104654

	MSE
	12568480,76
	12569434,69
	12568513,61
	12568101,93

	
	DA31211_res.xls
	DA31212_res.xls
	DA31221_res.xls
	DA31222_res.xls


	emptotc
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,481831
	0,135992
	0,57369
	0,470913

	t-val
	-18,517543
	-79,332727
	-17,432865
	-23,787869

	mse  
	176425,3674
	253898,3358
	139522,4103
	153749,6699

	R^2  
	0,38631
	0,309063
	0,52517
	0,498343

	dL1  
	147,946256
	184,689305
	132,706236
	139,131894

	dL2  
	362,794281
	429,025275
	300,237108
	322,363092

	dLinf
	1075,937632
	1075,937632
	838,672262
	838,672262

	K-S  
	0,369565
	0,369565
	0,369565
	0,369565

	K-S_1
	0,06026
	0,08943
	0,055993
	0,056462

	K-S_2
	0,008591
	0,0127
	0,006857
	0,007111

	m_1  
	81,300609
	117,669898
	75,45106
	84,007939

	m_2  
	47469,32099
	111612,4978
	23062,21382
	47942,63087

	MSE
	9256759633
	9256802989
	9256752660
	9256762861

	
	DA31311_res.xls
	DA31312_res.xls
	DA31321_res.xls
	DA31322_res.xls


	purtot
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,061175
	0,073671
	0,059119
	0,287054

	t-val
	-128,943323
	-114,921873
	-142,398028
	-37,152539

	mse  
	38690153,87
	38594400,78
	37381909,42
	31568731,23

	R^2  
	0,016772
	0,0268
	0,278577
	0,360142

	dL1  
	1181,231604
	1011,571001
	1131,533902
	863,631345

	dL2  
	4687,379144
	4516,992828
	3785,788547
	3497,716732

	dLinf
	17177,26773
	17177,26773
	11671,08545
	11671,08545

	K-S  
	0,205882
	0,294118
	0,294118
	0,323529

	K-S_1
	0,009754
	0,011357
	0,014275
	0,004736

	K-S_2
	0,000772
	0,00068
	0,001184
	0,000549

	m_1  
	108,785128
	81,473681
	381,117459
	108,434811

	m_2  
	13583036,85
	15176886,35
	9634629,086
	11788736,21

	MSE
	1,18E+11
	1,18E+11
	1,18E+11
	1,18E+11

	
	DA31411_res.xls
	DA31412_res.xls
	DA31421_res.xls
	DA31422_res.xls


	taxtot
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	1,518106
	1,632312
	1,338527
	1,33802

	t-val
	35,505321
	117,752243
	139,330401
	117,714365

	mse  
	39319,74772
	46310,63884
	11644,89119
	11542,07924

	R^2  
	0,867094
	0,867454
	0,962145
	0,962359

	dL1  
	36,615814
	36,392763
	27,427092
	27,30887

	dL2  
	160,603682
	160,438443
	102,941724
	102,815968

	dLinf
	634,407375
	634,407375
	409,094114
	409,094114

	K-S  
	0,685714
	0,685714
	0,542857
	0,542857

	K-S_1
	0,01443
	0,013714
	0,020526
	0,02036

	K-S_2
	0,001087
	0,000966
	0,001049
	0,001007

	m_1  
	2,806936
	4,432134
	0,475944
	0,189911

	m_2  
	71026,10639
	71126,19859
	53072,63924
	53098,47313

	MSE
	384223445,3
	384223128,7
	384224084,8
	384224029

	
	DA31511_res.xls
	DA31512_res.xls
	DA31521_res.xls
	DA31522_res.xls


	turnover
	Dynamic dummy
	Dynamic given
	Multiple dummy
	Multiple given

	Slope
	0,947451
	1,032252
	0,975456
	1,10978

	t-val
	-2,629363
	1,728225
	-1,273443
	4,270655

	mse  
	17953277,12
	16544379,59
	19746305,25
	15806377,88

	R^2  
	0,858851
	0,839789
	0,877015
	0,880911

	dL1  
	956,054689
	1056,705766
	911,357494
	949,58365

	dL2  
	2935,181484
	3016,625188
	3152,607861
	3158,819142

	dLinf
	8028,076743
	8028,076743
	9086,926549
	9086,926549

	K-S  
	0,272727
	0,30303
	0,30303
	0,30303

	K-S_1
	0,01905
	0,019915
	0,016055
	0,016391

	K-S_2
	0,001601
	0,00157
	0,001353
	0,001407

	m_1  
	73,84186
	69,429681
	237,482499
	282,969033

	m_2  
	22897358,54
	22768860,28
	26669413,07
	26971059,43

	MSE
	2,52E+11
	2,52E+11
	2,52E+11
	2,52E+11

	
	DA31611_res.xls
	DA31612_res.xls
	DA31621_res.xls
	DA31622_res.xls


Appendix II

The main results of the imputation of the LFS-data

Naming key:

"DL2" + 4 digit code+"_res.xls"

"DL2": Statistics Denmark, LFS-data

First digit: 
1 = for imputation.

Second digit:
Topology of the net: 1= q2, 2=q20, 3=dyn, 4=mult, 5=prune, 6=??, 7=??.

Third digit: 
Training data set: 1=training data consists of persons who responded, 2= training data consists of persons who did not respond

Fourth digit: 
0

A graphical presentation of the results in the tables is given in Appendix IIA:

	INCOMe
	DL21110_res.xls
	DL21120_res.xls
	DL21210_res.xls
	DL21220_res.xls
	DL21310_res.xls
	DL21320_res.xls

	Slope
	0,923067
	0,874363
	0,939302
	0,850923
	0,89194
	0,880874

	t-val
	-14,663037
	-22,366267
	-14,124286
	-30,947126
	-27,601368
	-26,219854

	mse  
	7003529113
	7811361727
	6241867909
	7266424254
	6400848668
	7071718366

	R^2  
	0,389709
	0,319883
	0,4573
	0,370838
	0,444923
	0,388717

	dL1  
	52046,34989
	58101,37651
	46538,04892
	56451,74445
	47598,98706
	52338,54493

	dL2  
	83450,05099
	88874,86987
	78639,00729
	86375,57921
	80041,52303
	84258,00321

	dLinf
	885401,5917
	880614,9931
	868314,9747
	840352,4869
	829096,6175
	849145,8414

	K-S  
	0,143952
	0,180359
	0,071138
	0,160719
	0,207186
	0,147305

	K-S_1
	0,021163
	0,032525
	0,012834
	0,03419
	0,023223
	0,030056

	K-S_2
	0,001339
	0,002796
	0,000347
	0,003082
	0,001646
	0,00237

	m_1  
	4803,427074
	12347,50773
	604,11223
	17389,50796
	9550,945288
	12159,50506

	m_2  
	5364964882
	3542892785
	5466857151
	1518154869
	3162220193
	3376339882

	MSE
	2620471,789
	11895693,63
	1020321,014
	22670751,6
	7528795,941
	11570217,92

	
	
	
	
	
	
	


	income
	DL21410_res.xls
	DL21420_res.xls
	DL21510_res.xls
	DL21520_res.xls

	Slope
	0,913251
	0,904084
	0,893359
	0,875386

	t-val
	-20,982903
	-19,55984
	-28,083355
	-27,242225

	mse  
	6235500054
	7185994273
	6292790808
	7229146020

	R^2  
	0,458385
	0,375974
	0,454109
	0,374708

	dL1  
	47018,21285
	52453,54166
	46803,95623
	52938,96789

	dL2  
	78700,52728
	84500,99095
	79329,2087
	85251,45344

	dLinf
	848749,641
	850099,4614
	822794,5946
	848699,1809

	K-S  
	0,092216
	0,118084
	0,112575
	0,144431

	K-S_1
	0,018249
	0,026661
	0,022127
	0,033207

	K-S_2
	0,00072
	0,001619
	0,001162
	0,00271

	m_1  
	5287,954654
	6480,18496
	8771,476776
	12557,75218

	m_2  
	4197224414
	4949477634
	3138454147
	3297257812

	MSE
	2995239,662
	3975752,466
	6509871,175
	12275836,95

	
	DL21410_res.xls
	DL21420_res.xls
	DL21510_res.xls
	DL21520_res.xls


� The report can found on the Euredit Home Page " � HYPERLINK "http://www.cs.york.ac.uk/euredit/Private/index.html" ��http://www.cs.york.ac.uk/euredit/Private/index.html�" under "� HYPERLINK "http://www.cs.york.ac.uk/euredit/Private/Meetings/euredit_meetings.html" \t "main" �Meetings�", "� HYPERLINK "http://www.cs.york.ac.uk/euredit/Private/Meetings/Rome2002/rome.html" \t "main" �Fifth Euredit meeting in Rome�" " � HYPERLINK "http://www.cs.york.ac.uk/euredit/Private/Meetings/Rome2002/StatDK/Revised%20DST%20WP4.3%20ABI%20Final1.zip" �DST WP4.3 ABI Final1.zip�".


� The method is almost directly copied from "Outlier Identification using WAID" by Zhao Xinqiang and Ray Chambers.
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_1088856781.unknown

_1088856844.unknown

_1088920894.unknown

_1090236149.unknown

_1088859614.unknown

_1088856830.unknown

_1088856215.unknown

_1088856232.unknown

_1088853606.unknown

_1088853737.unknown

_1088853276.unknown

